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Abstract: Silica nanoparticles were synthesized by sol gel method from tetracthyl orthosilicare (TEOS), ethanol (C.H;OH), water (H.0) and
ammenoium hydroxide (NH,OH) as catalpst. The morphology and structure of colloidal silica particles formed depend on the molar ratio of reagents.
The XRD patterns show the amorphous nature of the particles. SEM image shows that spherical structure of silica nano particles, whose particle is
varied by using different molar ratio of TEOS, C.H,OH and NH,. TEM image shosws thar spherical structure of silica nano pareicles, whose particle is
determined by using same melar ratio of TEOS, C:H:OH and NH; The EDAX analyses prove the successful synthesis of silica material.

1. INTRODUCTION

Silica nanoparticles are widely used in industrials such as electronic devices, insulator, catalysis or pharmaceuticals [1, 2] due to their
attractive properties in optical properties. The most popular process of obtaining silica nanoparticles is through sol gel technique [3-7].
It involves the simmultaneous hydrolysis and condensation reaction of the metal alkoxide. The resultants desired particles size and
morphology of silica particles are produced through controlling parameters such as concentration of alkoxide, amount of water and
concentration of ammonia or acid and sclvent and aging time.

2 EXP erimental Methods

2.1. Preparation of Silica (5i0,;) Nano powder

Chemicals used in this experiment are Tetracthyl Orthosilicate (TEOS), concentrated Ammonia (NH;) and Ethanol (C,H,OH)
solution. Tetraethyl Orthosilicate (TEOS) is used as the silica source. Aqueocus ammonia solution was used as the catalyst. All the
chemicals are purchased from Aldrich without further purification. Distilled water was used throughout the experiment Silica
nanoparticles were synthesized using a standard procedure with experimental conditions provided in Table 1. The product was grained
to get the silica nanoparticle.
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Table 1: Molar ratios for the preparation of silica nanoparticles

Molar Ratio
Sample H,0 | TEOS | NH, | EtOH
a 1 3 7 *
1 B 9 7
1 7 7 7

2.2, Characterization

The characterization of na.nopa.rucles is done by usmu different techmques The crystalhn: structure, le'phology and compusluorml
analysls of the Prepared samples are examined by that the X- ray Diffraction (XRD), Sc:mnmg Electron J\-’hcros:ope (SEM), and Energy
Dispersive Analysis using X-rays (EDAX) respectively. Nature of bonding and the chemical composition were analyzed by Fourier
Transfer Infrared spectra (}‘—HR).

3. Results and Discussion

3.1. X-ray Diffraction Analysis

The crystal structures and p}nses of all the synthesized nanomaterials were ascertained from the XRD pattern. The ﬁaure shows that
the XRD patterns of silica nanopowder prepared by sol-gel method for different molar raties of ammonia, TEOS and ethanol
concentration. From the three graphs (Fig 1) shows that the particles are amorphous in natwe. The intense peak at 8 = 23 indicates,
that the silica palﬂcles are formed by sma]l nano:rysr.ﬂs The brnadenma of pe:\]c is hlgh owmg to the smaller Br:\m size effect. Other
peaks are not present which represents the amorphous in nature due to the smaller partide size effect and incompiete inner structure
of the nanoparticles [8]. XRD peaks which represent that silica nanoparticles structure is not changed entirely with small variation in
ammonia, TEOS and ethanol concentration. By cha.nging the different concentration, there is no P}msc chzmge which represents the
high purity of the silica nanopartic]ﬁs. This demonstrates that }\ig}l percentages of these paxtir.ies are arnorphous 2]
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Fig 1: XRD spectrum of silica mmopm‘u'cla: at different molar ratio of water, TEOS, NH, EtOHa) 1:5:7:14 b) 1:5:9:14¢)1:7:7:7
3.2. Morphological Analysis (SEM) & Compositional Analysis (EDAX)

The surface morphology of the silica nanopowder is analyzed using scanning electron microscope at the molar ratios of Water: TEOS:
NH;: EtOH as shown in Hgure (2-4). The reaction was per‘fanned at ]ovu:r water molecules in the solution to avoid aggregation of the
silica namparncles at constant temperature. Therefore, lwdro]ysls and condensation of the reaction is carried out in al::oho] with the
presence of basic medium to get uniform distribution of silica nanoparticles. Figures 2-+ shows the spherical and agglomerated silica
n:mnpaﬁ:ldes which were obr:uned usma different molar ratios Dfreauents and sohem's

The ﬁgun: 2 shows that for preparing smaller silica nanoparﬁcles, the reaction mixture should have higher concentration of ethanol and
lower concentration of ammeonia. Aggregation is always ene:geﬁcan_y favoured over nanoparticles since it minimizes surface areas and
saturates the bonc]ing and co-ordination sites and therefore, in arder to prevent the n:mupartic].es from further growth or ag_tq_regation,
the Partide surfaces should be saturated imlnsc]iately after nucleation b_y electrostatic or steric stabilization. Thus, the ammonia and
solvent molecule of ethanol plays an important role to produce small size of silica nanoparticles with monoc]ispersed sphel‘ical slmpe.

The ﬂgulﬁ 3 shows increase in Pmrticle, size cDmPan:d to sample 1. The base medium of ammonia is increased where as the amount of
ethanol is decreased compared to sample 1. When the concentration of ammonia was changed corresponding decrease in the amount
of solvent, many particlas agglomeratecl, altlmugh few smaller spl‘mres starts to form l:igger silica nanDParticlts. With the increase in
the amount of ammonia, the sizes of the p;u'tide gradu:\]ly increased and produce irregul;u' spheri:al n:muparﬁcles with l)igh
aggregation effect. The irregular slupe of silica pal‘tides is obtained due to the fast nucleation process which is difficult to control the
reaction by high concentration of basic medium and less solvent effect. And also decrease in the amount of ethanol the par‘u'cle size
increases [10]. Hence the SEM shows an increase in the size and irregular shape of the silica nanoparticles compared to SEM 1.

Figure 4 shows the silica nannPartic].Es were s}mthesiztd with same malar ratio of TEQS, Ammonia and Ethanel giving rise to 1arger
silica nanopaﬂ'i:les with a broad distribution of partic].e sizes. Uniform orientation of the slica nanopalﬁdes without aggregation is
obtained is due to the covalent bond between the neighboring nanoparticles. Synthesis time was necessary because TEOS must be
added very slovkly to avoid any second nucleation or chemical agar eaatu)n Second or multi nucleation could be avoided bv three
ways: 1) increase of the ionic fﬂrcs in order to reduce the nurnber ofnuclf:ﬁ:u)n centers, 2) increase of Partxcle surface in soluncn‘ 3)
].imiting TEOS concentration. Different concentration of TEOS, ammonia and ethanol, sp]]eriml silica namop:m:icles is formed in
different size which is not :)n]_y alter the Pmicle size and sl]aPa, also :li'mmaticl]ly affects the ﬂl)ﬁca] properties of resultant
nnnopm‘ﬁclts.]:inally we concluded, the Psu'tic].e size decreases with increasing molar ratio of ethanol and the Pm‘ticle size Increases
with increasing molar ratic of TEOS and ammonia.

@

Fig2,3 and 4 shows SEM micrngmphs of silica n.moparﬁdes obtained from a molarratio of Water: TEQS: NH,: EtOH a) 1:5:7:14 b)
1:5:9:7¢) 1. 7:7:7.
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The elements of silica nanup:\rﬁcles are confirmed by EDAX analysis, this is shown in ﬁgu.res 5,6 and 7. The Composition is given in

table 2 [11].
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Fig 5.6 and 7 shows EDAX spectrum of Si Particles of molar ratio a)1:5:7:14 b)1:5:9:7¢)1:7:7:7

Table 2: EDAX result of silica nanoparticleswith different molar ratio

Molar Ratio
S.No Elements | Atomic %
H,O | TEOS | NH, | EtOH
a. 1 5 7 1+ Si:0 24.43:75.70
1 5 9 7 Si:0 36.12:63.88
£ 1 7 7 7 Si:0 31.15:68.85

3.3 Transmission Electron Microscope

Spherical structwre of silica nano Partidas is Prepared b}' using, same molar ratio of TEOS, C,H.OH and NH;. Whose Partidt size is
determined by using TEM.

From the TEM image, the diameter of the primary Particles is about 100 nm.TEM observation, and indicates the rather gDDd
monodisp:rsit_y of the particles.

100 nm

Conclusion

We have su:cessfully s’ynthesized munodisperse silica sph:res with the size ranging from >100 nm through sal—gel method. The
reaction parameters can be used effe:tively for the synthe;is of spherical siica n.moparticles at different molar ratio of Water, TEOS,
NH; EtOH. The influence of the matrix obtained from the TEOS precursors and ammonia plays a major role in the evolution of the
processes. The morphology and average diameter of colloidal silica particles depend on the propertion of reactants. XRD pattern
shows the amorPhDus natwre of silica nmopmrtides. The SEM & TEM image shows the sphcri::al structure of nanopa.rtides, whose
Particle size decreased with increasing molar ratio of ethanol in sample a. The partide size increased with increasing molar ratio of
ammonia and decrsasi.ng molar ratio of EtOH in sarnp].e b. The Particle size is increased for E:]\mi molar ratio of TEOS, NH, EtOH, in
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sample c. The EDAX :malyses prove the suceessful s}mt]]ssis of the silica material. The resultant splleriml silica nanol.mrﬁcles
syntl]esizsd can be usedfor varicus Pl]ﬂtocata]yﬁc m:ti\'it}" :lssembly ofl:hotom'c structures and these xnim‘oslghﬁres have Potential

for biomedical apph'caﬁnns.
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Abstract
The Inhibition efficiency [IE] of an aqueous extract of pipali powder in controlling corrosion of
carbon steel in sea water [Thondi, Tamil Nadu, India] has been evaluated by weight loss method.
The weight loss study reveals that PD formulation consisting of 10mL of PD (pipali Dye ) and
25 ppm of Zn®" has 92% inhibition efficiency in controlling corrosion of carbon steel in sea
water. A synergistic effect exists between PD and Zn’'. Polarization study reveals that PD and
Zn** system functions as mixed type inhibitor. The nature of the metal surface has been

analysed by FTIR spectra.

Key words : Carbon steel,Corrosion, sea water, Electrochemmical techniques, FTIR, AFM.
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1. Introduction

Plant extracts are low-cost and biodegradable, and so the study of plant extracts as corrosion
inhibitors is an important scientific research field due to both economic and environmental
benefits. As early as in 1930, plant extracts (dried stems, leaves and seeds) of Chelidonium
majus and other plants were used as corrosion inhibitors for steel in HySO, pickling baths. In
1972, El Hosary et al. studied the extract of Hibiscus subdariffa (Karkode) as the corrosion
inhibitor for Al and Zn in HCI and NaOH solutions. In 1980s, Saleh et al. and reported the
inhibition effect of aqueous extracts of some plant leaves (Opuntia, Aleo eru) and fiuit peels
(orange, mango) on the corrosion of steel, aluminum, zinc and copper in acids and aluminum
in NaOH solution. In 1990s, Azadirachta and Vernonia amygdalina (bitter leaf) leaves

extracts were reported as good corrosion inhibitors for steel in HCI and H>SQy4 solutions.

Most of the inhibitors are synthetic chemicals which may be very expensive and hazardous to
living creatures and environment. Natural products are one of the renewable sources, which
can be used as mhibitors. Natural products in addition to their environmentally friendly and
ecologically acceptable nature are inexpensive, readily available and renewable sources of
materials. Among these so-called ‘“green corrosion inhibitors” are organic compounds that
act by adsorption (Ostovari et al., 2009) on the metallic surfaces. Some of these materials are
honey (El-Etre et al., 2000), caffeic acid (Souza et al., 2009), caffeine (Trindade et al., 2009),
Pennyrovyal oil (Bouyanzer et al., 2006), alizarin (Ebenso et al., 2008), Occimumviridis
extract (Oguzie, 2006), Rhizome extract (Rajendran et al., 2005), Zenthoxylum alatum
extract (Chauhan et al., 2007), Lawsomia (El-Etre et al., 2005; Rajendran et al., 2009),
Berberine (Li et al., 2005), garlic extract (Rajendran et al., 2009) and several other extracts of
natural substances (Bothi Raja et al, 2008; Sangeetha et al.,2011). The efficiency of these
organic corrosion inhibitors is related to the presence of polar functions with S, O or N atoms
in their molecular structure, heterocyclic compounds and « electrons (Satapathy et al., 2009).

Phenolic compounds that exist in these plant extracts effectively adsorbed on the metal
Inter Collegiate Meet- National Level Seminar on “New Perspective in Science and Technology”,
(NPST-2016), 7 October, 2016- St Antony’s College of Arts and Sciences for Women, Thamaraipadi,
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surface and then impede the corrosion process (Ostovari et al., 2009; Anuradha et al. 2008).
The phenolic content of Chamomile flowers consist of flavonoids, including flavone
glycosides (e.g., apigenin 7-glucoside) and flavonols (e.g., quercetin and Iuteolin glucosides)
and phenolic acids including caffeic, chlorogenic, etec (Harbourne et al., 2009). Some authors
(Mladénka et al., 2011) have demonstrated that these phenolic compounds interact with ron.
In this research, the corrosion inhibition of carbon steel, in sea water extract of Pipali (Piper

longum L.) have been investigated.
2. EXPERIMENTAL
2.1 Preparation of Pipali Dye

10gm of Pippali (Piper longum L.) powder was weighed and boiled with double distilled water.
The greydye Pippali was filtered to remove suspended impurities and made up to 100mL. The
pippali dye (PD) was used as corrosion inhibitor in the present study.

2.2. Preparation of carbon steel specimens

Carbon steel specimens (0.02 6% S, 0.06% P, 0.4% Mn, 0.1% C and rest iron) of tPE dimensions
1.0 x 4.0 x 0.2 cm were polisPEd to a mirror finish, degreased with trichloroethylene, and used

for tPE weight-loss method and surface examination studies.
2.3. Weight- loss method

Carbon steel specimens were immersed in 100 ml of the medium containing various
concentrations of the inhibitor in the absence and presence of Zn** for one day. The weights of
the specimens before and after immersion were determined using a Digital Balance (Model AUY
220 SHIMADZU). The corrosion products were cleaned with Clarke’s solution . The corrosion

IE was then calculated using the equation.
IE = 100 [1-(W2/W;)] %
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Where W, 1s the weight loss value in the absence of mhibitor
W is the weight loss value i the presence of inhibitor.

Corrosion rate was calculated using the formula

Corrosion rate (mm/year) = 87.6 W/ DAT

Where W = weight loss in milligram

D = density of specimen g/cm’

JA = area of specimen in square cm,

T = exposure time in hours.

2.4 Potentiodynamic Polarization Study:

Polarization studies were carried out in a CHI- electrochemical work station with
impedance model 660A. It was provided with iR compensation facility. A three electrode cell
assembly was used. The working electrode was carbon steel. A SCE was the reference electrode.
Platinum was the counter electrode. From polarization study, corrosion parameters such as
corrosion potential (E.oy), corrosion current (I, ), Tafel slopes anodic = b, and cathodic = b,
were calculated and linear polarization study (LPR) was done. The scan rate (V/S0.01. Hold time

at (Eg.s) was zero and quiet time (s) was two.
2.5 Surface examination study:

The carbon steel specimens were immersed in various test solutions for a period of one day.
After one day, the specimens were taken out and dried. The nature of the film formed on the

surface of the metal specimen was analyzed for surface analysis technique by FTIR spectra.

2.6 Fourier transform infrared spectra:
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These spectra were recorded in a Perkin-Elmer-1600 spectrophotometer using KBr pellet.
The FTIR spectrum of the protective film was recorded by carefully removing the film, mixing it

with KBr and making the pellet.
3. Results and Discussion

3.1 Analysis of the results of weight loss method

The values of IE for different concentrations of PD in the absence and presence of Zn™ in
sea water for a period of one day obtained from the weight loss method are given in Table 3.1. It
can be seen that Zn®" alone has some inhibitive propertties. IE increases as the concentration of
PD increases. As the concentration of Zn' increases, IE also increases. Upon addition of 10 mL
of PD, IE dereases. This 1s due to the fact that the complex (Fe2+ -active principle in PD) formed
on the metal surface dissolves and goes mto solution. Similar observation has been made in the
case of corrosion inhibition by Henna extract . However, it is observed that when the
concentration of Zn®' increases from 25 ppm to 50 ppm, the IE slightly decreases. This may be
due to the fact that, when the concentration of Zn>" increases, the Zn>" - PD complex formed is
precipitated in the bulk of the solution. Hence PD is not transported towards the metal surface.
So, the IE decreases. The formulation consisting of 10 mL of PD and 25 ppm of Zn*" has 92%
IE. Therefore, mixture of inhibitors shows better IE than individual inhibitors. This suggests a

synergistic effect existing between PD and Zn"" .

Table3.1 Inhibition efficiency (IE) of PD-Zn system in the corrosion of

carbon steel immersed in sea water (Immersion period-1 day)
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Zn*" (ppm)
PD (mL) 0 25 50
CR (mm/y) CR (mm/y) CR (mm/y)
0 0.1576 0.1323 0.0835
2 0.0788 0.0472 0.0394
4 0.0740 0.0394 0.0362
6 0.0709 0.0236 0.0299
8 0.0630 0.0173 0.0252
10 0.0583 0.0126 0.0236

Table.3.2 corrosion rates (CR) in millimeter per year (mm/y) of carbon steel immersed in

sea water in the presence of PD-Zn*" system (Immersion period-1 day)

Zn' (ppm)
PD (mL) 0 25 50
IE (%) IE (%) IE (%)
0 - 16 47
2 50 70 70
4 53 75 72
6 55 85 81
8 60 89 84
10 63 92 85
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Fig.3.1 Graph of inhibition efficiency (IE) of PD — Zn** system in the corrosion

of carbon steel immersed in sea water (Immersion period — 1 day)

3.2 Synergism parameter (S;)

Synergism parameter is calculated to evaluate the synergistic effect existing between mhibitors
. The synergism parameter (S;) can be calculated using the relationship given by Aramaki and

Hackermann .

S]:1-91+2/ 1-9’1+2 iR S

Where

B1+2 = (01162) -(01x B2)
01 = surface coverage of mhibitor (PD)

(5} = surface coverage of inhibitor (Zn*")

0’112 = combined surface coverage of mhibitors (PD) and (Zn2+)

Surface coverage = IE%/100
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Sr approaches 1 when no interaction exists between the two inhibitors. When S; > 1,
synergistic effect exists between the two inhibitors. In the case of Si< 1, negative interaction
takes place between the two inhibitors, (i.e, CR mncrease) The calculated synergism parameter
values are given in Table 3.2a and 3.2b. The S; value is found to be greater than one indicating
synergistic effect existing between Zn>* of concentrations 25 ppm and 50 ppm with various
concentrations of PD . Thus the enthancement of the IE caused by the addition of Zn** ions to PD
is due to the synergistic effect. The above result is in accordance with the interpretations made
by Sangeetha et al. while discussing the values of S;are slightly smaller in the case of 25 ppm of
Zn*" when compared with 50 ppm of Zn®'. This is in line with the inhibition efficiencies
obtained by weight loss method. Thus the values of synergism parameters given have

quantitative value of synergism existing between the two inhibitors.

Table 3.2a  Synergism parameters for PD-Zn** (25 ppm) system, when carbon

steel immersed in sea water (Immersion period-1 day)

PD (mL) 0, 6, 6’142 Sy
2 0.50 0.16 0.70 1.4
4 0.53 0.16 0.75 1.5792
6 0.55 0.16 0.85 2.52
8 0.60 0.16 0.89 3.0545
10 0.63 0.16 0.92 3.885
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Table 3.2b Synergism parameters for PD-Zn"" (50 ppm) s stem, when carbon
ynergism p PP ¥

steel immersed in sea water (Immersion period-1 day)

PD (]IIL) 91 92 9’1+z SI
2 0.50 0.47 0.75 1.06
4 0.53 0.47 0.77 1.0830
6 0.55 0.47 081 4.0078
8 0.60 0.47 0.84 1.325
10 0.63 0.47 0.85 1.3073

3.3 Analysis of results of potentiodynamic polarization study for the PD-
system

Polarization study has been used to detect the formation of protective film on the metal
surface during corrosion inhibition process. The potentiodynamic polarization curves obtained
for carbon steel in sea water without and with inhibitors (10 mL of PD + 25 ppm Zn’") are
shown in Fig.3.2. The cathodic branch represents the oxygen reduction reaction, while the anodic
branch represents the iron dissolution reaction. The electrochemical parmmeters such as
corrosion potential (Eee), corrosion current (L), Tafel solpes (b, and b.), linear polarization

resistance (LPR) are given in Table 3.3.

When carbon steel 1s imimersed in sea water, the corrosion potentials is -816 mV vs SCE.
The inhibitor system shifts the corrosion potential to -815 mV vs SCE. The corrosion potential
shift is very small. This suggests that the PD-Zn”" formulation functions as a mixed inhibitor

controlling the anodic reaction and cathodic reaction, to the same extent
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The corrosion current value and LPR value for sea water are 6.354x10° A/em® and 6.500 x
10° olm em?. In the presence of the inhibitors, the corrosion current value has decreased to 5.848
x 10° A/cm?, and the LPR value is increased to 6.988 x 10° ohm cm’ This indicates that a
protective film is formed on the metal surface, LPR value increases and corrosion current value

decreases .

log(Current/A)

7590 w0 0w 0 o7 08 050 04
Potential / V
Fig..3.2 Polarization curves of carbon steel immersed m various test solutions
(&) Sea water
(b) Seawater confaming  10mL of PD and 25 ppmof "
Table3.3 Corrosion parameter of carbon steel immersed in sea water in the absence and

presence of inhibitor system (PD-Zn’") obtained from polarization method

El:l]lT
Inhibitor Zn™* Teorr b. b, LPR
mVvs
PD mL pPpm Alem? mV/dec mV/dec ohm cm’
SCE
0 0 -816 6.354x10° 239 157 6.500x10°
10 25 -815 5.848x10° 239 154 6.988x10°
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3.4 Analysis of FTIR spectra

The mam constituent of pippali dye 1s pipperine. The grey colour of the extract is due to
Pipperine. The structure of pipperineis shown in Scheme 3.1 .The pippali dye extract was
evaporated to dryness to get a solid mass. Its FTIR spectrum of the solid mass is shown m Fig

5.4.6aThe —OH stretching frequency appears at 3418cm’

. The C=0 stretching frequency
appears at 1710cm™. Thus, Pippali dye was characterized by IR spectroscopy. The FTIR
spectrum of the protective film formed on the surface of the metal after immersed in the solution
containing 25 ppm of Zn’" and 10mL of PD shown in Fig3.3.. It is found that the -OH has shifted
from 3418 cm™ to 3437 em™. The C=0 stretching frequency has decreased from 1710cm™ to
1630cm™. It was inferred that PD has coordinated with Fe** through the phenolic oxygen and
carbonyl oxygen, resulting in the formation of the Fe’* - PD complex on the anodic sites of the
metal surface. The peak at 1367cm™ is due to Zn-O band. The peak at 3437cm™ is due to —OH
stretching. Hence it is confirmed that Zn(OH); 1s formed on the cathodic sites of the metal
surface.Thus, the FTIR spectral study leads to the conclusion that the protective film consists of

the Fe”"- PD complex and Zn(OH), [6-25].

N
o / / 0>
(0]
Piperine

Scheme.3.1. Structure of piperine
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4000

Wavenumber (cm-1)

Fig.3.3 FTIR spectra
a) Pure PD
b) Film formed on metal surface after immersion in sea water containing
10mL of PD — 25 ppm Zn>"

3.5 Mechanism of corrosion inhibition

In order to explain the corrosion inhibition of carbon steel immersed in sea water
containing PD (10 mL)-Zn"" (25 ppm) the following mechanism may be proposed.
e When the formulation consists of PD (10 mL)- Zn’" (25 ppm) in sea water there is
formation of Zn*" -piperine complex in solution.
o When catbon steel is immersed m this solution piperine Zn" complex diffises from the
bulk of the solution towards the metal surface.
e Piperine -Zn” complex is converted into piperine - Fe™ complex on the anodic sites of the

metal surface with the release of Zn”" ion.
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o Zn- piperine + Fe'" »Fe'- piperine +Zn*
o Thereleased Zn*" combines with OH™  to form Zn(OH); on the cathodic sites of the metal
surface.
Zn + 20H s Zn(OH)y,
o Thus the protective film consists of piperine -Fe* complex and Zn(OH),.

e  AFM images confirm the formation of protective layer on the metal surface.
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1. Introduction

In 1996, Dontchev [9] introduced a new class of functions called contra-continuous functions. He defined a function f: X —
Y to be contra-continuous if the pre image of every open set of Y is closed in X, In 2007, Caldas et al. [4] introduced and
investigated the notion of contra g-continuity. In 1968, Zaitsev [36] introduced the notion of m-open sets as a finite union
of regular open sets. This notion received a proper attention and some research articles came to existence. Dontchev and
Noiri [10] introduced and investigated w-continuity and mwg-continuity. Ekici and Baker [11] studied further properties of
mg-closed sets and continuities. In 2007, Ekici [12] introduced and studied some new forms of continuities. In [17], Kalantan
introduced and investigated m-normality. The digital n-space is not a metric space, since it is not T;. But recently Takigawa
and Maki [34] showed that in the digital n-space every closed set is m-open. Recently, Ekieci [13] introduced and studied
contra Tg-continuous funetions. In 2010, Caldas et. al. [7] introduced and studied contra Tgp-continuity.

In this paper, we present a new generalization of contra-continuity called contra g3-continuity. It turns out that the notion

of contra g&-continuity is a weaker form of contra F-continuity and a stronger form of contra mgS-continuity [28].

2. Preliminaries

Throughout this paper, spaces (X, 7) and (Y, ¢) (or simply X and Y) always mean topological spaces on which no separation
axioms are assumed unless explicitly stated. Let A be a subset of a space X. The closure of A and the interior of A are

denoted by cl(A) and int(A), respectively. A subset A of X is said to be regular open [31] (resp. regular closed [31]) if A

E-mail: sitngam@yahoo. com
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= int(cl(A)) (resp. A = cl(int(A))). The finite union of regular open sets is said to be m-open [36]. The complement of a

m-open set is said to be m-closed [36].

Definition 2.1. A subset A of a space X 1s said to be

(1) pre-closed [21] if elfint(A)) C A;

(2) a-open (23] if A C int(clfint(A)));

(3) semi-open [18] if A C clfint(A4));

(4) B-open [1] if A C clfint(ci(A)));

(5) 3-closed [1] if int(clfint(A))) C A;

(6) g-closed [19] if elfA) C U whenever A C U and U is open in X;

(7) gp-closed [26] if pci(A) C U whenever A C U and U is open in X;
(8) gi-closed [33] if Gcl(A) C U whenever A C U and U is open in X;
(9) wyp-closed [27] if pelfA) € U whenever A € U and U is w-open in X;
(10) wgB-closed [32] if Gcl(A) € U whenever A C U and U is m-open in X.

The complements of the above closed sels are called their respective open sels. The complements of the above open sels are
called their respective closed sets. The intersection of all pre-closed (resp. [B-closed) sets confaining A is called pre-closure
(resp. B-closure) of A and is denoted by pel(A) (resp. Bel(A)). The family of all gG-open (resp. gB-closed, closed) sets of X
containing a poinl x € X is denoled by GSO(X, x) (resp. GAC(X, ), C(X, x)). The family of ail g3-open (resp. gf-closed,
closed, semi-open, G-open) sets of X is denoled by GBO(X) (resp. GBC(X), C(X), SO(X), BO(X)). Let A be a subsel of a
space (X, 7). The set {U e 1 : AC U} is called the kernel of A [22] and is denoted by ker(A).

Lemma 2.2 ([16]). The following properties hold for subsets U and V of a space (X, 7).
(1) x € ker(U) if and only if UN F #£ 0 for any closed sel F € C(X, z);
(2) UC ker(U) and U = ker(U) if U is open in X;

(8) If U C V, then ker(U) C ker(V).

3. Contra gg-continuous Functions

Definition 3.1. Let A be a subsetl of a space (X, 7).

(1) The set (| {F : Fis g3-closed tn X : A C F} is ealled the gi-closure of A and 1s denoted by gF-cl(A).
(2) The set | ) {F : Fis g8-open in X : A 2 F} is called the g8-interior of A and is denoled by gB-int(A).
Lemma 3.2. Lel A be a subsel of a space (X, 7), then

(1) gf-ci{X—A4) = X—gF-ini(A);

(2) x € gB-clfA) if and only if AN U O for each U e GEO(X, x);
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(3) If A is gf-closed in X, then A = gf-cl(4).

Remark 3.3. If A = g3-cl(A), then A need not be a gfi-closed.

Example 3.4. Let X ={a. b, ¢} and 7 = {0, X, {a}}. Take A = {a}. Clearly g5-ci(4A) = A but A is not gG-closed.
Definition 3.5. A function f : X — Y is called contra gf-continuous if f~* (V) is gf-closed in X for every open set V of Y.
Theorem 3.6, The following are equivalent for a funetion f: X — Y :

(1) f is conlra g5-continuous;

(2) The inverse image of every closed set of Y is g3-open in X;

(3) For each x € X and each closed set V in Y with f(x) € V, there exisls a g3-open set U in X such that z € U end f(U)
c v

(4) flgB-cl(A4)) C ker(f(A)) for every subset A of X;
(5) g3-cl(f "(B)) € [ " (ker(B)) for cvery subset B of Y.

Proof.

(1) = (2): Let U be any closed set of Y. Since Y/U is open, then by (1), it follows that f~'(Y/U) = X/f~'(U) is g3-closed.
This shows that {'(U) is gf-open in X.

(1) = (3): Let x € X and V be a closed set in Y with f(x) € V. By (1), it follows that £7'(Y/V) = X/ (V) is gB-closed
and so f' (V) is g8-open. Take U = {~'(V), we obtain that x € Uand {(U) C V.

(3) = (2): Let V be a closed set in Y with x € {~'(V). Since f(x) € V, by (3) there exists a gF-open set U in X containing
x such that f(U) C V. It follows that x € U C f~' (V). Hence f~'(V) is gf-open.

(2) = (4): Let A be any subset of X. Let y ¢ ker(f(A)). Then by Lemma 2.2, there exist a closed set F containing y such
that f(A) NF = 0. We have A N ' (F) = 0 and since f ' (F) is g5-open then we have gg-cl(A) N £ ' (F)} = 0. Hence we
obtain f(gF-cl(A)) N F =0 and y ¢ f(g3-cl(A)). Thus f(g6-cl(A)) C ker(f(A)).

(4) = (5): Let B be any subset of Y. By (4), f(g3-cl(f ' (B))) C ker(B) and gf-cl(f '(B)) C f ' (ker(B)).

(5) = (1): Let B he any open set of Y. By (5), g3-cl(f~*(B)) C ' (ker(B)) = f~'(B) and gd-cl(f'(B)) = f~*(B). So we
abtain that f~!(B) is gf-closed in X. O

Definition 3.7. A funection f : X — Y is said to be
(1) completely continuous [2] if =" (V) is reguiar open in X for every open set V of Y;

(2) contra-continuous [9] (vesp. contra pre-conlinuous [15], contra F-continuous [5]) if f' (V) is closed (resp. pre-closed,

3-closed) in X for every open set V of Y;

(3) contra g-continuous [4] (resp. contra gp-continuous [7]) if f* (V) is g-closed (resp. gp-closed) in X for every open set V/
of.¥;

(4) contra w-continuous [7] (resp. contra mgp-continuous (7], contra mgS-continuous [28] if ' (V) is m-closed (resp. mgp-

closed, mgS-closed) in X for every open set V of Y.

For the functions defined above, we have the following implications:
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contra -continuity

i
contra-continuity —— contra pre-continuity
{ 4
contra g-continuity contra J-continuity
4 4
contra gp-continuity — contra gf-continuity
+ 4

contra Tgp-continuity — contra mgJ-continuity

Remark 3.8. None of these implications is reversible as shown by the following Examples and the related papers [5, 7, 28].

Example 3.9. Let X ={a, b, ¢}, 7 = {0, X, {a}} and 0 = {0, X, {a}, {a, b}}. Then the identity function f : (X, ) —

(X, o) is contra wgd-continuous bul not contra g3-continuous.

Example 3.10. Let X = {a, b, ¢}, 7 = {0, X, {a}} and 0 = {0, X, {a, b}}. Then the identity function f: (X, 7) — (X,

o) is contra g3-conlinuous butf not contra S5-continuous.
Definition 3.11. A function f : X — Y is said {o be
(1) gB-semiopen if f(U) € SO(Y) for every gB3-open set U of X;

(2) contra-I{gj3 )-continuous if for each v € X and each F € C(Y, f(x}), there exists U € GFO(X, x) such that int(f(U}) C
F.

(3) gB-continuous [6] if ' (F) is gf-closed in X for every closed sel F of Y.
Theorem 3.12. If a function f: X — Y is contra-I{g3)-continuous and g3-semiopen, then f is conlra g8-continuous.

Proof.  Suppose that x € X and F € C(Y, f(x)). Since [ is contra-I{g3)-continuous, there exists U € GBO(X, x) such that
int(f(U)) C F. By hypothesis f is g5-semiopen, therefore f(U) € SO(Y) and f(U) C cl(int(f(U))) C F. This shows that f is

contra gg-continuous, O
Lemma 3.13. For a subset A of (X, 7), the following statements are equivalent.

(1) A is open and g{3-closed;

(2) A is regular open.

Proof.

(1) = (2): Since A is open and gf-closed, Fcl(A) C A, It implies that int(cl(int(A))) € A. Also, since A is a-open, A C
int(el(int(A))). Hence int(A) = A = int(el(int(A))). Thus A is regular open.

(2) = (1): Since A is regular open, A is open and int(A) = A = int(el(int(A))). Since int(cl(int(A))) C A, A is §-closed and
s0 gfS-closed. O

Theorem 3.14. For a function f: X — Y, the following statements are equivalent.
(1) fis contra gf-continuous and continuous;

(2) fis completely continuous.
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Proaf.

(1) = (2): Let U be an open set in Y. Since [ is contra gf-continuous and continuous, {'(U) is g8-closed and open, by
Lemma 3.13, f~*(U) is regular open. Then f is completely continuous.

(2) = (1): Let U be an open set in Y. Since f is completely continuous, £~ (U) is regular open, by Lemma 3.13, f~1(U) is

gf3-closed and open. Then fis contra gg-continuous and continuous. [m]
Definition 3.15.
(1) A subset A of a topological space X is said to be Q-set [20] if inl(cl(A)) = clfint(4)).

(2) Let f : X — Y be a function. Then [ is called Q-continuous [35] (resp. perfectly conlinuous [24]) if f(U) is Q-set

(resp. clopen) in X for each open set U of Y.
Lemma 3.16. For a subset A of X, the following statements are equivalent:
(1) A is clopen,
(2) A is open, Q-set and gS-closed.

Proof.
(1) = (2): Since A is clopen, A is open and closed. Thus A is Q-set. Since A is closed, A is gf-closed.
(2) = (1): Since A is open and gf-closed, by Lemma 3.13, A is regular open. Since A is regular open and Q-set, A =

int(cl(A)) = cl(int(A)). Hence A is regular closed and so closed. Since A is open and closed, A is clopen. O
Theorem 3.17. For a function f: X — Y, the following statements are equivalent.

(1) f is perfectly continuous;

(2) [ is conlinuous, Q-eontinuous and contra gf-continuous.

Proof. 1t is obtained from the above Lemma. O
Theorem 3.18. [f a function f: X — Y is contra g3-continuous and Y is regular, then [ is gf3-continuous.

Proaf. Let x be an arbitrary point of X and U be an open set of Y containing f(x). Since Y is regular, there exists an
open set W in Y containing f(x) such that cl(W) C U. Since f is contra gS-continuous, there exists V € GFO(X, x) such

that f(V) C cl(W). Then f(V) C cl(W) C U. Hence [ is gf-continuous. O

Theorem 3.19. Let {X; : i € Q} be any family of topological spaces. If a function f: X — ] X; is contra g5-continuous,

then Pri o f: X — X; is contra g3-continuous for each i € Q, where Pr; is the projection of [] Xi onfe Xi.

Proof. For afixed i € Q, let V; be any open set of X;. Since Pr; is continuous, Pr; ' (V;) is open in [] X;. Since f is contra
gf-continuous, £~ (Pr; ' (V;)) = (Pr; o £)~'(V,) is gB-closed in X. Therefore, Pr; o f is contra g3-continuous for each i €

0. O
Theorem 3.20. Let f: X — Yandg: Y — Z be a function. Then the following hold:

(1) If fis conlra g3-continuous and g is continuous, then g o f: X — Z is conlra g3-continuous;

(2) If f is gf-continuous and g is contra-continuous, then g o f : X — Z is contra g3-continuous;

(3) If f is contra g5-conlinuous and g is contra-continuous, then go f: X — Z is g5-continuous.
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Definition 3.21. A space (X, 7) is called g3-Ty, if every gfi-closed set is 3-closed.

Theorem 3.22. Let f: X — Y be a function. Suppose that X is a g3-Ty 5 space. Then the following are equivalent.
(1) fis contra gA-continuous;

(2) f is contra G-continuous.

Definition 3.23. For a space (X, 7), ,7° = {UC X : gB-c(X\U) = X\U}.

Theorem 3.24. Let (X, 7) be a space. Then

(1) Every gB-closed set is B-closed (ie. (X, T) is g3-Ty2) if and only if ,7° = FO(X);

(2) Every gB-closed set is closed if and only if ;77 = 7.

Proof.

(1) Let A € ,77. Then gf-cl(X\A) = X\A. By hypothesis, Fcl(X\A) = gF-el(X\A) = X\ A and hence A € S0(X).
Conversely, let A be a g5-closed set. Then gG-cl(A) = A and hence X\A € ;77 = FO(X), i.e. A is f-closed.

(2) Similar to (1). O

Theorem 3.25. J'fg'rd =7 1in X, then for a function f : X — Y the following are equivalent:
(1) fis contra gB-continuous;

(2) fis conlra gp-continuous;

(3) fis conlra g-continuous;

(4) f is conlra-continuous.

Theorem 3.26. }'fgr-'j =7 1n X, then for a function f : X — Y the following are equivalent:
(1) f is contra g3-continuous;

(2) f is contra -continuous;

(3) f is contra pre-continuous;

(4) f is contra-continuous.

4. Properties of Contra gS-continuous Functions

Definition 4.1. A space X is said to be g3-Ty if for each pair of distinct points x and y in X, there exisl gG-open sels U
and V containing ¢ and y respectively, such that y & U and z ¢ V.

Definition 4.2, A space X is said te be g3-Ty if for each poir of distinct points x and y in X, there exist U € GAO(X, x)
and V € GBO(X, y) such that UN V = .

Theorem 4.3. Let X be a topological space. Suppose that for each pair of distinel points ©, and 12 in X, there exists a
Sfunetion f of X into a Urysohn space Y such that f(x, ) # f(x2). Moreover, let f be contra g3-conlinuous at x, and v2. Then
X s gB-Ts.
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Proof.  Let x; and x2 be any distinct points in X. Then suppose that there exist an Urysohn space Y and a function f
: X — Y such that f(x,) # f(x2) and [ is contra gf-continuous at x; and x2. Let w = f(x;) and 2z = f(xz). Then w # z
Since Y is Urysohn, there exist open sets U and V containing w and z, respectively such that cl(U) M el(V) = 0. Since f is
contra gf3-continuous at x; and Xz, then there exist gS-open sets A and B containing x; and x, respectively such that f{A)

C el(U) and f(B) C el(V). So we have A N B = 0 since cl(U) N cl(V) = 0. Hence, X is g3-Ts. O
Corollary 4.4. If fis a conlra gf-continuous injection of a topelogicel space X into a Urysohn space Y, then X is g3-Ta.

Proaf.  For each pair of distinet points x; and x; in X and f is contra gf-continuous function of X into a Urysohn space

Y such that f(x;) # f(x2) because f is injective. Hence by Theorem 4.3, X is g3-Ts. O

Definition 4.5. A space (X, 7) is said to be g3-connected if X cannot be expressed as the disjoint union of two non-empty

gf3-open sets.

Remark 4.6. Every g3-connected space is connected.

Theorem 4.7. For a space X, the following are equivalent:

(1) X is gf-connected;

(2) The only subsets of X which are both gf-open and g3-closed are the empty set ) and X;

(3) Each eontra gf-continuous function of X into a discrete space Y with af least two points is a constant funetion.

Proof. (1) = (2): Suppose S C X is a proper subset which is both gF-open and gg-closed. Then its complement X — § is
also gf-open and gf-closed. Then X = SU(X — ), a disjoint union of two non-empty gf-open sets which contradicts the
fact that X is gf-connected. Hence, S = ) or X.

(2) = (1): Suppose X = AUB where ANB =0, A # @), B # 0 and A and B are gf-open. Since A = X — B, A is gf-closed.
But by assumption A = 0 or X, which is a contradiction. Hence (1) holds.

(2) = (3): Let f: X — Y be contra g-continuous function where Y is a discrete space with at least two points. Then
£ ({¥}) is gG-closed and gF-open for each y € Y and X = |J {f~'(y) : ¥ € Y}. By hypothesis, ' ({y}) = 0 or X. If

f1({y}) = 0 for all y € Y, then f is not a function. Also there cannot exist more than one y € Y such that f'({y})

X. Hence there exists only one y € Y such that f~'({y}) = X and ' ({y:}) = @ where y # v1 € Y. This shows that f is a
constant function.

(3) = (2): Let P be a non-empty set which is both gf-open and gf-closed in X. Suppose f : X — Y is a contra g§-continuous
function defined by f(P) = {a} and f(X\P) = {b} where a # b and a, b € Y. By hypothesis, f is constant. Therefore P =
X. O

Definition 4.8. A subsel A of a space (X, 7) is said to be gB-clopen if A is bolh g3-open and gG-closed.

Theorem 4.9. If fis a contra g3-continuous function from a gB-connected space X onto any space Y, then Y is nol a

discrete space.

Proof.  Suppose that Y is discrete. Let A be a proper non-empty open and closed subset of Y. Then f~'(A) is a proper

non-empty g3-clopen subset of X which is a contradiction to the fact that X is g3-connected. O

Theorem 4.10. Iff: X — Y is a contra g3-continuous surjection and X is g5-connected, then Y is connected.
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Proof.  Suppose that Y is not a connected space. There exist non-empty disjoint open sets U; and U, such that Y =
U; U U,. Therefore Uy and U, are clopen in Y. Since f is contra gf-continuous, f~'(U,) and f’l(‘Uz) are gf-open in X.
Moreaver, f~'(U; ) and f~!(Us,) are non-empty disjoint and X = (U, ) U f~*(Us). This shows that X is not gf-connected.

This contradicts that Y is not connected assumed. Hence Y is connected. O

Definition 4.11. The graph G(f) of a function f : X — Y is said to be contra g3-graph if for each (z, y) € (X x YN\G(f),

there exist a g3-open set U in X containing x and a closed set V in Y containing y such that (U x V)N G(f) = 0.

Lemma 4.12. A graph G(f) of a function f: X — Y is contra g3-graph in X x Y if and only if for each (x, y) € (X x
YNG(f), there exist a U € GBO(X) containing © and V € C{Y) containing y such that f{iU)N V = 0.

Theorem 4.13. [ff: X — Y is contra g3-continuous and Y is Urysohn, G(f) is contra gB-graph in X x Y.

Proof.  Let (x, y) € (X x Y)\G(f). It follows that f(x) # y. Since Y is Urysohn, there exist open sets V and W such that
f(x) € V,y € Wand cl(V) N (W) = 0. Since f is contra gf-continuous, there exist a U € GFO(X, x) such that f{U) C
cl(V) and f(U) M el(W) = 0. Hence G(f) is contra gf-graph in X = Y. O

Theorem 4.14. Let f: X — Y be a function and g : X — X x Y the graph function of f, defined by g(x) = (, f(x)) for

every x € X. If g is contra gf-continuous, then f is contra g-continuous.

Proaf. Let U be an open set in Y, then X % U is an open set in X x Y. It follows that f~'(U) = g~} (X x U) € GAC(X).

Thus f is contra g@F-continuous. O

Definition 4.15. A space (X, 7) is said to be submavimal [3] if every dense subset of X is open in X and extremally

disconnected [25] if the closure of every open set is open.
Note that (X, 7) is submaximal and extremally disconnected if and only if every §-open set in X is open [14].

Theorem 4.16. If A and B are g3-closed sets in submoximal and extremally disconnected spoace (X, 7), then AUB is

g3-closed.

Proof. Let AUBCU and U be open in (X, 7). Since A, B CU and A and B are gf-closed, Fcl(A)CU and Fel(B)CU. Since
(X, 7) is submaximal and extremally disconnected, 3cl(F) = cl(F) for any set FCX. Now Scl{AUB) = Sel(A) U Fel(B)CU.
Hence AUB is gd-closed. O

Lemma 4.17. Let (X, 7) be a topological space. If U, V € GEO(X) and X is submazrimal and extremally disconnected
space, then UN Ve GFO(X).

Proof. Let U, V & GBO(X). We have X\U, X\V € GAC(X). By Theorem 4.16, (X\U) U (X\V) = X\(UnV) e GBO(X).
Thus, UNV € GFO(X). ]

Theorem 4.18. Iff: X — Yand g : X — Y are contra g3-confinuous, X is submazimal and extremally disconnected and

Y is Urysohn, then K = {x € X : f(x) = g(z)} is gf-closed in X.

Proof.  Let x € X\K. Then f(x) # g(x). Since Y is Urysohn, there exist open sets U and V such that f{x) € U, g(x) € V
and el(U) M el(V) = P. Since f and g are contra gf-continuous, f~' (cl(U)) € GFO(X) and g~ (cl(V)) € GEO(X). Let A =
£ (cl(U)) and B = g~ '(cl(V)). Then A and B contains x. Set C = AN B. C is gf-open in X. Hence f(C) M g(C) = P and
x ¢ gf-cl(K). Thus K is gf-closed in X. O

Definition 4.19. A subset A of a topological space X is said to be g3-dense in X if gB8-cl(A) = X.
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Theorem 4.20. Let f: X — Yand g: X — Y be contra g5-continuous. If Y is Urysohn and f = g on a gf5-dense set A

C X, then f=g on X.

Proof.  Since fand g are contra gf-continuous and Y is Urysohn, by Theorem 4.18, K = {x € X : f(x) =g(x)} is gf-closed
in X. We have f = g on gf-dense set A C X. Since A C K and A is gfF-dense set in X, then X = gf-cl(A) C gf-cl(K) =
K. Hence, f = g on X.

Definition 4.21. A space X is said to be weakly Hausdroff [29] if each element of X is an intersection of regular closed sets.
Theorem 4.22. [ff: X — Yis a contra g3-continuous injection and Y is weakly Housdroff, then X is g3-T:.

Proaof.  Suppose that Y is weakly Hausdroff. For any distinct points x; and X» in X, there exist regular closed sets U and
V in Y such that f(x,) € U, f(x2) ¢ U, f(x1) ¢ V and f(x2) € V. Since [ is contra gf-continuous, {~'(U) and £ '(V) are
gB-apen subsets of X such that x; € f'(U), x2 ¢ £ '(U), x1 ¢ £ (V) and x2 € £ '(V). This shows that X is ¢3-T,. O

Theorem 4.23. Let f: X — Y have a contra gf-graph. If fis injective, then X is g3-T.

Proof. Let x; and x2 be any two distinct points of X. Then, we have (xi, f(x2)) € (X x Y)\G(f). Then, there exist a
gB-open set U in X containing x; and F € C(Y, f(x2)) such that f(U) N F = 0. Hence U N f~'(F) = (. Therefore, we have

X2 & U. This implies that X is gg-T,. O

Definition 4.24. A topological space X is said to be Ullra Housdroff [30] if for each pair of distinet points x and y in X,

there exist clopen sets A and B containing x and vy, respectively such that A N B = 0.
Theorem 4.25. Let f: X — Y be a contra gF-continuous injection. If Y is an Ultra Hausdroff space, then X is g3-Th.

Proof. Let x; and xz be any distinet points in X, then f(x:)} # f(x2) and there exist clopen sets U and V containing
f(x:) and f(xs) respectively, such that U NV = 0. Since f is contra gS-continuous, then f~'(U) € GBO(X) and (V) €

GPO(X) such that £ (U) N £ '(V) = 0. Hence, X is g5-To. O
Definition 4.26. A topological space X is said to be

(1) gf-normal if each pair of non-empty disjoint closed sets can be separated by disjoint gF-open sets.

(2) Ultra normal [30] if for each pair of non-empty disjoint closed sets can be separated by disjoint clopen sets.

Theorem 4.27. [ff: X — Y is a contra g3-continuous, closed injection and Y is Ultra normal, then X 15 g3-normal.

Proof. Let Fy and F» be disjoint closed subsets of X. Since f is closed and injective, f(F:) and f(F2) are disjoint closed
subsets of Y. Since Y is Ultra normal, f{F,) and f(F.) are separated by disjoint clopen sets V; and Vo, respectively. Hence
F: CE V), F1(Vi) e GBOX, x) fori=1,2and f (Vi) Nf(Va) =0 and thus X is gF-normal. O
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1. Introduction

The first step of generalizing closed sets (briefly, g-closed sets) was done by Levine in 1970 [6]. He defined a subset S
of a topological space (X, T) to be g-closed if its closure is contained in every open superset of S. As the weak form of
g-closed sets, the notion of weakly g-closed sets was introduced and studied by Sundaram and Nagaveni [11]. Sundaram and
Pushpalatha [12] introduced and studied the notion of strongly g-closed sets, which are weaker than closed sets and stronger
than g-closed sets. Park and Park [9] introduced and studied the notion of mildly g-closed sets, which is properly placed
between the class of strongly g-closed sets and the class of weakly g-closed sets. Moreover, the relations with other notions
directly or indirectly connected with g-closed sets were investigated by them. The notion of w-open sets in topological spaces
introduced by Hdeib [4] has been studied in recent years by a good number of researchers like Noiri et al [8], Al-Omari and
Noorani [1, 2] and Khalid Y. Al-Zoubi [5]. The main aim of this paper is to study another generalized class of 7 called weakly
g-w-open sets in topological spaces. Moreover, this generalized class of 7 generalize g-w-open sets and weakly g-w-open sets.

The relationships of weakly g-w-closed sets with various other sets are discussed.

2. Preliminaries

Throughout this paper, B (resp. @, (R — @), (R — Q)_ and (R — Q),) denotes the set of real numbers (resp. the set of

rational numbers, the set of irrational numbers, the set of negative irrational numbers and the set of positive irrational

numbers). In this paper, (X, T) represents a topological space on which no separation axioms are assumed unless expli v

stated. The closure and interior of a subset & of a topological space (X, 7) will be denoted by ¢l(G) and int((), respectively.

E-mail: siingam@yahoo.com




Weakly g-w-closed Sets

Definition 2.1. A subset (7 of a topological space (X, T) is said to be

(1). g-closed [6] if cl(G) C H whenever G C H and H is open in X ;

(2). g-open [6] if X\G is g-closed;

(3). weakly g-closed [11] if cl(int(G)) C H whenever G C H and H is open in X ;
(4). strongly g-closed [12] if cl(G) C H whenever G C H and H is g-open in X.

Definition 2.2 ([14]). In a topelegical space (X,7), a point p in X is called a condensation point of a subsel H if for each

open set U containing p, U M H 1s uncountable.

Definition 2.3 ([4]). A subset H of a topological space (X, T) is called w-closed if it contains oll its condensation points.

The complement of an w-closed set is ecalled w-open.

It is well known that a subset 1 of a topological space (X, 1) is w-open if and only if for each @ € W, there exists U € 7
such that # € U and U — W is countable. The family of all w-open sets, denoted by 7., is a topology on X, which is finer

than 7. The interior and closure operator in (X, 7,) are denoted by inf., and ¢l respectively.
Lemma 2.4 ([4]). Let H be a subsel of a topological space (X, 7). Then

(1). H is w-closed in X if and only if H = cl, (H).

(2). cu(X\H) = X\inl,(H).

(3). clu(H) is w-closed m X.

(4). @ € clu(H) if and only if HN G # ¢ for each w-open set G' containing x.

(5). clu(H) Cel(H).

(6). int(H) Cint.(H).

Lemma 2.5 ([5]). If A is on w-open subset of a space (X, T), then A—C is w-open for every countable subset C of X.
Definition 2.6. A subset G of a tepological space (X, T) is said to be

(1). preopen [1] if G C int(cl(G)).

(2). preciosed [7] if X\G is preopen (or) clfint{G))C G.

(3). g-w-closed (13] if cl(G) C H whenever G C H and H is w-open in (X, 7).

(4). reqular closed [10] if G = cl(int(G)).

Definition 2.7 ([3]). In a topological space (X.T), a subset G of X is said lo be weakly g-w-closed if cl(int(G)) € H

whenever G C H and H is w-open in X.
Example 2.8 ([3]). In R with the topology T = {¢, R, Q},

(1). For G =R —Q, if H is any w-open subset of R such that G C H, then cl(int(G)) = cl(¢) = ¢ C H and henee G is

weakly g-w-closed in X.
(2). K =0 CQ, Q being w-open whereas ci(int(Q)) = cl(Q) =R g Q which implies K = Q is not weakly g-w-closed in X.
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Definition 2.9 ([3]). A subset G in a topological space (X.T) is said to be weakly g-w-open if X\G is weakly g-w-closed.
Theorem 2.10 ([3]). In a topological space (X, T), a subset G of X is weakly g-w-closed < cl(int(G)) C G.
Proposition 2.11 ([3]). In a topelogical space (X, T), every g-w-closed sel is weakly g-w-closed bul not conversely.
Theorem 2.12 ([13]). In a topological space (X, 7), a subset G is closed if and only if it is g-w-closed.

Theorem 2.13 ([13]). In a topological space (X, T), every g-w-closed set is g-closed but not conversely.

3. Properties of Weakly g-w-closed Sets

Theorem 3.1. In a topological space (X, 7), for a subsel G of X, the following properties are equivalent.
(1). G is weakly g-w-closed;

(2). c(int(G)\G = &;

(3). c(int(G)) C G,

(4). G is preclosed.

Proof.

(1) = (2) G is weakly g-w-closed < cl(int(G)) C G by Theorem 2.10 & cl(int(G)\G = ¢.

(2) & (3) d(int(G)\G = ¢ & dl(int(G)) C G.

(3) © (4) ci(int(()) C G < G is preclosed by (2) of Definition 2.6. [m]

Theorem 3.2. In a tepological space (X, 7), if G is weakly g-w-closed, then G U (X — cl(int(G))) is weakly g-w-closed.

Proof.  Since G is weakly g-w-closed, el(int{G)) € G by Theorem 2.10. Then X —G C X — cl(int(G)) and GU(X —G) C
G U (X —el(int(G))). Thus X C GU(X — el(int(())) and so G U (X — cl(int(G))) = X. Hence G U (X — el(int(G))) is

weakly g-w-closed. a
Theorem 3.3. [n a topological space (X, T), the following properties are equivalent:

(1). G is a closed and an open sel,

(2). G is a reqular closed and an open set,

(3). G is a weakly g-w-closed and an open sef.

Proof.

(1) = (2): Since G is closed and open, G = c(G) and G = int(G). Thus G = cl(int(G)) and G = int(G). Hence G is
regular closed and open.

(2) = (3): Since G is regular closed and open, G = cl(int(G)). Thus cl(int(G)) € G. By Theorem 2,10, G is weakly
g-w-closed and open.

(3) = (1): Since G is weakly g-w-closed, el(inf(G')) C G by Theorem 2.10. Again (7 is open implies ¢l(G) = el(int(G)) C G.

Thus & is closed and open. O
Theorem 3.4. [n a topological space (X, T), every closed set is weakly g-w-closed.

Proof. If Ais closed, then A is g-w-closed by Theorem 2.12. By Proposition 2.11, A is weakly g-w-closed. O
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Remark 3.5. The eonverse of Theorem 3.4 1s not true follows from the following erample.

Example 3.6. In R with the topology 7 = {0, R, {1}}. for G = R — Q, if H is any w-open subset of B such that G C H,
then cl(int(G)) = el(¢) = ¢ C H and hence G is weakly g-w-closed. But G is not closed for el(G) =R — {1} € G.

Remark 3.7. The following example shows that the concepts of g-closedness and weakly g-w-closedness are independent of

each other.
Example 3.8. In R with the topology T = {0, R, R — Q},

(1). for G = (R — Q). = the set of positive irrationals, inl(G) = ¢. So cl(int(G)) = cl(¢) = ¢ € G and thus G is weakly

g-w-closed by Theorem 2.10. But G is not g-closed for G C (R — Q) € 7 whereas el(G) =R Z R — Q.

(2). for H= (R —Q)U{1}, R is the only open set containing H. Hence H is g-closed. Bul H is nol weakly g-w-closed for
c(int(H)) =cl(R-Q)=R ¢ H.

Remark 3.9. [n a topological space (X, 7), the following velations hold for a subsel G of X .

closed «» g-w-closed — weakly g-w-closed « g-closed

Where A +— B means A implies and is implied by B, A — B means A implies B but not conversely and A « B means A

and B are independent.
Theorem 3.10. In a topological space (X, 7), cl(A) is always weakly g-w-closed for every subset A of X.

Proof.  Since cl(el(A)) C cl(A), cl(A) is closed. Hence el(A) is g-w-closed by Theorem 2.12 and weakly g-w-closed by

Proposition 2.11. O

4. Further Properties

Theorem 4.1. In a topological space (X, T), if G is weakly g-w-closed and H is a subset such that G C H C cl(int(G)),
then H is weakly g-w-closed.

Proof.  Since G is weakly g-w-closed, el(int(G)) € G by (3) of Theorem 3.1. Thus by assumption, G C H C el(int(G)) C G.

Then & = H and so H is weakly g-w-closed.

Corollary 4.2. Let (X, 7) be a topological space. If G is a weakly g-w-closed set and an open set, then cl(Q) is weakly

g-w-closed.

Proof. Since G is open in X, G C c(G) C el(G) = d(int(G)). G is weakly g-w-closed implies cl(G) is weakly g-w-closed
by Theorem 4.1. O

Theorem 4.3. In a tepological space (X, 7), a nowhere dense subset is weakly g-w-closed.

Progf. If G is a nowhere dense subset in X then ini(cl(G)) = ¢. Since ini(G) C inl(c(G)), inl(G) = ¢. Hence
cl(int(G)) = cl(¢) = ¢ € G. Thus, G is weakly g-w-closed in (X, ) by Theorem 2.10. O

Remark 4.4, The converse of Theorem 4.3 18 nol true in general as shown in the following example.

Example 4.5. In Evample 5.8, G = (R — Q). is weakly g-w-closed. On the other hand, int(cl(G)) = int(R) = R # ¢ and

thus G = (IR — Q) is not nowhere dense in X.

12
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Remark 4.6. [n a topological space (X, T), the intersection of two weakly g-w-closed subsets is weakly g-w-closed.

Proof. Let A and B be weakly g-w-closed subsets in (X, 7). Then cl(int(A)) C A and cl(int(B)) C B by Theorem 2.10.

Also ellint(A N B)] C clint(A)] Nellint(B)] € AN B. This implies that A N B is weakly g-w-closed by Theorem 2.10. O
Remark 4.7. In a topological space (X, 7), the union of two weakly g-w-closed subsets need not be weakly g-w-closed.

Example 4.8. I'n Ezample 3.8, for A= (R— Q) = the sel of posilive irrationals and B = (R — Q)_ = the set of negative
irrationals, int(A) = ¢ and inl(B) = o respectively. So cl(int(A)) = el(¢) = ¢ C A and thus A is weakly g-w-closed by
Theorem 2.11). Similarly B s also weakly g-w-closed. But int(AUB) = int{R—Q) = R—0Q. Soci[int(AUB)] =cl(R-Q) =

i3 ¢_ RE—-Q=AUB. Henee AU B is not weakly g-w-closed.
Theorem 4.9. [n a topological space (X, 7), a subset G is weakly g-w-open if and only if G C int(cl(G)).

Proof. G is weakly g-w-open < X\G is weakly g-w-closed < X\ is preclosed by (4) of Theorem 3.1 < G is preopen
& G C int(cl(G)). o

Theorem 4.10. In a topological space (X, 7), if the subsef G is weakly g-w-closed, then cl(int(G))\G is weakly g-w-open in
(X, 7).

Proaf.  Since G is weakly g-w-closed, cl(int(G))\G = & by (2) of Theorem 3.1. Thus cl(int(G))\G is weakly g-w-open in
(X, 7). O

Theorem 4.11. In a topological space (X, 1), if G is weakly g-w-open, then int(cl(G))U (X —G) = X.

Proof.  Since G is weakly g-w-open, (¢ C int(cl(G)) by Theorem 4.9. So (X —G)UG C (X — &) Uint(cl (G)) which implies
X = (X — G) U int(cl(G)). ]

Theorem 4.12. [n a topological space (X, T), if G is weakly g-w-open and H is a subsel such that int(cl(G)) C H C G,
then H is weakly g-w-open.

Proof.  Since G is weakly g-w-open, G C int(cl(G)) by Theorem 4.9. By assumption int(cl(G)) € H C G. This implies

G Cint(cl(G)) C H CG. Thus G = H and so H is weakly g-w-open. O
Corollary 4.13. In a topological space (X, T), if G is a weakly g-w-open set and a closed set, then int(G) 1s weakly g-w-open.

Proof. Let G be a weakly g-w-open set and a closed set in (X, 7). Then int(cl((Z)) = int(G) C int(G) € G. Thus, by

Theorem 4.12, int(G) is weakly g-w-open in (X, 7). O

Definition 4.14. A subset H of a tepological space (X, 7) is called a W-sel if H= M UN where M is w-closed and N is

preopen.
Proposition 4.15. Every preopen (resp. w-closed) set is a W-set.
Remark 4.16. The separate converses of Proposilion 4.15 are not true in general as shown in the following evample.

Example 4.17.

(1). Let R and 7 be as in Erample 2.8 and G = R — Q. Since G is closed, it is w-closed and hence a W-set. But
int(cl(G)) = int(G) = ¢ 2 G. Hence G =R — Q is not preopen.
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(2). In Example 3.8, for G = R —Q, int(cl(G)) = int(R) =R 2 G. Thus G is preopen and hence a W-set. Bul @ is not

w-closed for any @ € Q is a condensalion point of G and x ¢ G.

Remark 4.18. The following evample shows thaet the concepts of preopenness and w-closedness are independeni of each

other.

Example 4.19. In Evample 4.17(1), G = R — Q is w-closed but not preopen. In Example 4.17(2), G =R — Q is preopen

but not w-closed.
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Abstract— Let G be a graph and D a set of vertices such
that every vertex in G 1is in D or adjacent to at least one
vertex in D . Then D is called a dominating set of G and
the smallest cardinality of such a dominating set of G 1is
known as the domination number of G | denoted by ;/(G) .
This paper is a study of the domination number in graphs with
bounds on both the minimum and maximum degrees.
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I. INTRODUCTION

In this section, we define the necessary concepts that will be
used throughout this paper and give a brief overview of the
history of domination theory and define the necessary
domination concepts that will be used.

A. Prelimineary definitions:
A graph G is a finite nonempty set of objects called vertices
(the singular is vertex), together with a (possibly empty) set
of unordered pairs of distinct vertices of G called edges. The
vertex set of G is denoted by I~ (G ) (or V if no confusion is
likely)., while the edge set of G is denoted by E(G} (or E)
The number of vertices in V(G) is denoted by
n (G)which is also known as the order of the graph G ,
while the number of edges in E(G) is denoted by mn (G )
A graph G is wivial if #(G)=1and non — trivial if
n(G)=2.ForagraphG ,if n (G): n and m (G) = m,
then G 1is called an (m,m) graph. Unless otherwise
specified, the symbols # and m (or n (G}n}m’ m(G )
will be reserved exclusively for the order and number of
edges respectively of a graph G . By G = (F, E)we will

imply the graph G with vertex set V and edge set E.
The edge e = 1 v is said to join the vertices # andv

.If e=wuv is an edge of G , then » and v are adjacent
vertices, while « and e are incident as are v and e.
Furthermore, if e, and e, are distinct edges of G incident
with a common vertex, then €, and e , are adjacent edges.

A simple graph G is a graph that has at most one
edge between every pair of distinct vertices and there is no
edge in E (G) joining any vertex in F (G) to itself
Throughout the text we will only consider simple undirected
graphs.

The compliment G ofa graph G is the graph with
vertex set V(G) and such that two vertices are adjacent in
G ifand only if these vertices are not adjacent in G .

B. Domination in Graphs:

Let G be a graph and D a set of vertices such that every
vertex in G isin D or adjacent to at least one vertex in D .
Then D is called a dominating set of G , and the smallest
cardinality of such a dominating set of G is known as the
domination number of G . denoted by ;V(G ). A minimal
dominating set of G is a dominating set of G such that no
proper subset S '— S is a dominating set.

II. DOMINATION IN GRAPHS WITH MINIMUM DEGREE TWoO

For any graph G , consider any subset § < F . Then G(S)
denotes the subgraph of G induced by S. Furthermore, E(S)
denotes the edge set ofG(S ). For J < {_tj’ LEyE V} we
form the graph G — J (resp. G J)
=(V.E — J(resp . E  J))where v and
E —J(resp . E ) J)denotes the wvertex and edge set
(respectively). If J = {uv}, then G — J (zesp. G w J ) is
replaced by G —uv (resp. G + uv). We define the graph (G —
S) — 7 as the graph G(V — S) — 1.

Let G= (V, E) be any graph and 0 < ¢ <1, then we
say G is ¢ — dominated if y(G)<ec |V| and D is ¢ —
dominating set and‘DI <c |V| . Furthermore, if S and T are
subsets of V, then we say that S is a dominating set of
G(surT).

Now let B(G) be the set that consists of all vertices
in G that have degree not equal to two. i.e,

B(G)={veV /dg (=2}
For ve B (G) the connected component of
G — (B (G )— v) containing v is said to be the 2 — graph of
v_If E(G )2 2, then each vertex of the 2 — graph has degree
two in G, except for v itself. The 2 — graph consists of edge

disjoint cycles through v (2 — graph cycles) and paths starting
at v (2 — graph paths).

III. DOMINATION IN GRAPHS WITH MAXMMUM DEGREE
THREE

The aim of this chapter is to show that a graph G with #
vertices, ¢ edges, I isolated vertices and maximum degree
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1
at most three has y(G)<—(3n — e +i)....(1). this is an
4

exact result for the infinite family of graphs depicted in figure
3.1 (the circled vertices denote vertices in a minimum
dominating set of G). These graphs are known as the corona’s

of Ca, Cy, Cs etc. to show that equality in (1) holds for the
corona C'; of ann—cycle C we first note that by Ore [12],

o nles) B g
y(C o )i ——, furthermore since € has twice as many

vertices as C, we have that LC") = %Zn =n< ;/(C;)

therefore since y(C; )= . secondly we note that

n (C:]_m (C ) Hence we obtain equality in (1) as

follows: ;/(C ¢ ): M
2

n

:i (3n(cs)-mlc)+0)

(note that a corona has no isolated vertices).
The other seven known graphs satisfying equality in

(1) are given in figure 3.2. Note that graphs G, (i=2,...7)
are connected. Clearly any graph whose components are the

l
graphs in figure 3.2 < —(3n—e+1i)

ESNE

Fig. 3.1:

i

Fig 3.2:
If v isa vertex of a graph and deg v =k, we say that

Jhas y (G

Gs:

v is a k —vertex or that v is a k — neighbour of a

neighbouring vertex.
A. The Main Result:
Theorem 3.1.1 A graph G with »n vertices, ¢ edges, i 0—

vertices, and maximum degree at most three has

y(G)SL(Sn —e+i)
4

Proof: The proof is by induction on the order of G .
For G = K, the equalityin (l) holds. Consider a graph G '

with n ' vertices, e' edges and i' 0 — vertices. We assume
1

—(3n'—e'+i").
4

that »(G')< for every graph G' with

n'<sn.letn=n—-n', é=e—e',i=i—i'andlet y be

a member such that y= y(G}— ;V(G ) and

1
y(G')=—(3n'-e'+i") renders
y(@)=y(G)+7
<—Bn'—e+i')+y
4
1 i - 2
—(S(H -0 )—(e- e)+(f+ :’))Jr b
4
1 R B ]
:—(Snfe+i)+—(— 3n+e+i )+,v
4 4
1 1 " i am
=—Bn-e+ r')+f(4y -3n+e+1i )
4 4
Therefore G satisfies the theorem if

= (4}; —3i+e+1 )i 0for a smaller graphG '. Note

that if G denotes G — G ' , and then o <0 is equivalent to

y(G)==Bn-e+i)

Let G'=G — N[v] for vertex v , unless otherwise

stated
CASE L s(G)=0
Ifis a 0 — vertex, then
=47 -3n+é+1

=41-3.1+0+(-1)

=0
CASE2: §(G)=1

Case 2a: Two 1 — vertices are adjacent.
The two 1 — vertices form a component isomorphic

to Ko Let G'=G — K, then
c=47 3R +é+1
=41-324+1+0
=-1
Continuous same way we get different o

IV. ANUPPER BOUND FOR THE k& — DOMINATION NUMBER
OF A GRAPH

The domination number of a graph G , denoted y, (G )by to

be the least cardinality of a set U of vertices such that any
other vertex is adjacent to at least & vertices of U . Tt will be
shown that if each vertex has degree at leastk ., then
7, (G)< km /() + 1) where n is the order of G
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ABSTRACT

An image could represent luminance of objects in a scene, the absorption characteristics of the body tissue, the radar cross section of
the target, the temperature profile of the region or the gravitational field in an area. In general, any two dimensional function that
bears information can be considered an image. An important consideration in image representation is the fidelity or intelligibility
criteria for measuring the quality of an image or the Performance of processing technique. Specification of such measures requires
models of perception of contrast, spatial frequencies, and colors and so on. The fundamental requirement of digital processing is that
images be sampled and quantized. The sampling rate has to be large enough to preserve the useful information in an image. It is

determined by the bandwidth of the image.
Keywords:- Image Processing, Iimage ac quisition, Median Filter.

L INTRODUCTION

Image processing is a rapidly growing area of
computer science. Its growth has been fueled by technological
advances in digital imaging, computer processors and mass
storage devices. Fields which traditionally used analog
imaging are now switching to digital systems, for their
flexibility and affordability. Important examples are medicine,
film and video production, photography, remote sensing, and
security monitoring. These and other sources produce huge
volumes of digital image data every day, more than could ever
be examined manually. A digital image differs firom a photo in
that the x, y, and fix,y) values are all discrete. Usually they
take on only integer values, so the image will have x and vy
ranging from 1 to 256 each, and the brightness values also
ranging from 0 (black) to 255 (white). A digital iimmage can be
considered as a large array of discrete dots, each of which has
a brightness associated with it. These dots are called picture
elements, or more simply pixels. The pixels surrounding a
given pixel constitute its neighborhood. A neighborhood can
be characterized by its shape in the same way as a matrix.
Except in very special circumstances, neighborhoods have odd
number of rows and columns; this ensures that the current
pixel is in the Centre of the neighborhood.

An image is digitized to convert it to a form which
can be stored in a computer's memory or on some forin of
storage media such as a hard disk or CD-ROM. This

digitization procedure can be done by a scanner, or by a video
camera connected to a frame grabber board in a computer.
Omnce the image has been digitized, it can be operated upon by
various image processing operations. Image processing
operations can be roughly divided into three major categories,
Image Compression, Image Enhancement and Restoration,
and Measurement Extraction. Image compression is involves
reducing the amount of memory needed to store a digital
image. Image defects which could be caused by the
digitization process or by faults in the unaging set-up (for
example, bad lighting) can be comrected using Image
Enhancement techniques. Once the image is in good
condition, the Measurement Extraction operations can be used
to obtain useful information from the image.

Digital image processing is concerned primarily with
extracting useful information from images. Ideally, this is
done by computers, with little or no human intervention.
Image processing algorithms may be placed at three levels. At
the lowest level are those techniques which deal directly with
the raw, possibly noisy pixel values, with denoising and edge
detection being good examples. In the middle are algorithing
which utilize low level results for further means. such as
segmentation and edge linking. At the highest level are those
methods which attempt to extract semantic meaning from the
information provided by the lower levels, for example,
handwriting recognition.
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Image acquisition is the process of obtaining a
digitized image from a real world source. Each step in the
acquisition process may introduce random changes into the
values of pixels in the image. These changes are called noise.
Assume you want to send a photo of your new house to a
friend over the Internet. This may be achieved by taking a
photograph with a conventional camera, having the film made
into a print, scanning the print into a computer, and finally
emailing it to your friend. Figure-1 shows the many potential
sources of noise.

Lt Ggz Seany
atalhals: Fok2 ‘ A ‘ ~ Digia e

DgialIrage

Hresprer ks Flm gran roisa LD and segper Hedwok zarsirsson
mitaroke s
Figure-1: noise may be introduced at each step in the
acquisition process.

The air between the photographer and the house may
contain dust particles which interfere with the light reaching
the camera lens. The silver-halide crystals on the _lm vary in
size and are discontinuous, resulting in film grain noise in the
printing process. Most scanners use a CCD array to scan a row
of the print, which may introduce photo-electronic noise. The
scanner's CCD array is controlled by a fine stepper motor.
This motor has some degree of vibration and error in its
movement, which may cause pixels to be misaligned. The
scanner also quantizes the CCD signal, introducing
quantization noise. Transmitting the image over the Intemet is
nearly always a bit preserving operation thanks to error
checking in network protocols. However, an image
transmitted to Earth from a remote space probe launched in
the 1970's is almost guaranteed to contain errors.

II. VARIOUS SORCES OF NOISE IN
IMAGES

Noise is a random variation of image Intensity and
visible as grains in the image. It may arise in the image as
effects of basic physics-like photon nature of light or thermal
energy of heat inside the image sensors. It may produce at the
time of capturing or image transmission. Noise means, the
pixels in the image show different intensity values instead of
true pixel values. Noise removal algorithm is the process of

International Journal of Computer Science Trends and Technology (lICST) — Volume 5 Issue 2, Mar—Apr 2017

removing or reducing the noise from the image. The noise
removal algorithms reduce or remove the visibility of noise by
smoothing the entire image leaving areas near contrast
boundaries. But these methods can obscure fine, low contrast
details. The common types of noise that arises in the image
are a) Impulse noise, b) Additive noise [1], ¢) Multiplicative
noise. Different noises have their own characteristics which
make them distinguishable from others.

Noise is introduced in the image at the time of image
acquisition or transmission. Different factors may be
responsible for introduction of noise in the image. The number
of pixels corrupted in the image will decide the quantification
of the noigse. The principal sources of noise in the digital
image are:

a) The imaging sensor may be affected by environmental
conditions during image acquisition.

b) Insufficient Light levels and sensor temperature may
introduce the noise in the image.

¢) Interference in the transmission channel may also corrupt
the image.

d) If dust particles are present on the scanner screen, they can
also introduce noise in the image.

Noise is the undesirable effects produced in the
image. During image acquisition or transmission, several
factors are responsible for introducing noise in the image.
Depending on the type of disturbance, the noise can affect the
image to different extent. Generally our focus is to remove
certain kind of noise. So we identify certain kind of noise and
apply different algorithms to remove the noise. Image noise
can be classified as Impulse noise (Salt-and-pepper noise),
Amplifier noise (Gaussian noise), Shot noise, Quantization
noise (uniform noise), Film grain, on-isotropic noise,
Multiplicative noise (Speckle noise) and Periodic noise.

A, Impulse Noise (Salt and Pepper Noise)

The term impulse noise is also used for this type of
noise [2]. Other terms are spike noise, random noise or
independent noise. Black and white dots appear in the image
[5] as a result of this noise and hence salt and pepper noise.
This noise arises in the image because of sharp and sudden
changes of image signal. Dust particles in the image
acquisition source or over heated faulty components can cause
this type of noise. Image is corrupted to a small extent due to
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noise. Figure-3 Show the effect of this noise on the original
image (Figure-2).

Figure-2: Original image without noise

Figure-3: Image with 30% salt & pepper noise

B. Gaussian Noise (Amplifier Noise)

The term normal noise model is the synonym of
Gaussian noise. This noise model is additive in nature [4] and
follow Gaussian distribution. Meaning that each pixel in the
noisy image is the sum of the true pixel value and a random,
Gaussian distributed noise value. The noise is independent of
intensity of pixel value at each point. The PDF of Gaussian
random variable is given by: P(x) = 1/ (o+/21) *e(x-1)2 / 26 2
<0 < () <oo Where: P(x) is the Gaussian distribution noise in
image;, p and ¢ is the mean and standard deviation
respectively. Figure-4, shows the effect of adding Gaussian
noise to Figure-2, with zero mean.
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Figure-4: Gaussian noise with zero mean

C. Poisson Noise (Photon Noise)

Poisson or shot photon noise is the noise that can
cause, when number of photons sensed by the sensor is not
sufficient to provide detectable statistical information [4]. This
noise has root mean square value proportional to square root
intensity of the image. Different pixels are suffered by
independent noise values. At practical grounds the photon
noise and other sensor based noise corrupt the signal at
different proportions [3]. Figure-5 shows the result of adding
Poisson noise.

Figure-5; Image with Poisson noise

D. Speckle Noise

This noise can be modeled by random value
multiplications with pixel values of the image and can be
expressed as

J=I1+n*

Where, I is the speckle noise distribution image, I is the input
image and n is the uniform noise image by mean o and
variance v. This noise deteriorates the quality of active radar
and Synthetic aperture radar (SAR) [4] images. This noise is
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originated because of coherent processing of back scattered
signals from multiple distributed points. In conventional radar
system this type of noise is noticed when the returned signal
from the object having size less than or equal to a single
image processing unit, shows sudden fluctuations. Mean
filters are good for Gaussian noise and uniform noise. Figure-
6, shows the effect of adding speckle noise.

Figure-6: Image with speckle noise

III. IMAGE DE-NOISING

Image de-noising is very important task in image
processing for the analysis of images. Ample image de-
noising algorithms are available, but the best one should
retnove the noise completely from the image, while preserving
the details. De-noising methods can be linear as well as non-
linear. Where linear methods are fast enough, but they do not
preserve the details of the images, whereas the non- linear
methods preserve the details of the images. Broadly speaking,
De-noising filters can be categorized in the following
categories:

e Averaging filter
e Order Statistics filter
e Adaptive filter

A. Mean filter

Mean filter is an averaging linear filter [6]. Here the
filter computes the average value of the corrupted image in a
pre-decided area. Then the center pixel intensity value is
replaced by that average value. This process is repeated for all
pixel values in the image.

B. Median Filter

Median filter is a best order static, non- linear filter,
whose response is based on the ranking of pixel wvalues
contained in the filter region. Median filter is quite popular for
reducing certain types of noise. Here the center value of the
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pixel is replaced by the median of the pixel values under the
filter region [9] [10].

Median filter is good for salt and pepper noise. These
filters are widely used as smoothers for image processing, as
well as in signal processing. A major advantage of the median
filter over linear filters is that the median filter can eliminate
the effect of input noise values with extremely large
magnitudes.

C. Order Statistics Filter

Order-Statistics filters are non-linear filters whose
response depends on the ordering of pixels encompassed by
the filter area. When the center value of the pixel in the image
area is replaced by 100th percentile, the filter is called max-
filter. On the other hand, if the same pixel value is replaced by
0Oth percentile, the filter is termed as minimum filter.

D. Adaptive Filter

These filters change their behavior on the basis of
statistical characteristics of the image region, encompassed by
the filter region.BM3D is an adaptive filter. It is a nonlocal
image modeling technique based on adaptive, high order
group-wise models.

IV. RESEARCH METHODOLOGY

Research methodology is a systematic way to solve a
problem. It is a science of studying how research is to be
carried out. Egsentially, the procedures by which researchers
go about their work of describing, explaining and predicting
phenomena are called research methodology. It is also defined
as the study of methods by which knowledge is gained. Its aim
is to give the work plan of research.

Research flow shows the entire flow the research.
And it carries the problem into proper way to find the
solution. Number of steps is followed to achieve the desired
result.
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Figure-7: Research Flow

The Figure-7 shows the flow of the research carried.
Initial step of the research flow is reading the image with
noise. The image used here is true color images which have
the RGB values. Then the image is converted into gray scale
image with noise for processing with Edge shield static
median filter. After the conversion the Edge shield static filter
is applied to remove the noise from images. Finally image
quality metrics PSNR and MSE is calculated to Enhanced
image.  After the calculation of PSNR and MSE values of
ESS median filter, compare these values with existing median
filters.
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V. READING IMAGE

Reading Image is an initial task in image processing.
An image can me read with the file format with image’s name
and corresponding directory where the image stored. The
image can be either gray scale or color image. The first step in
MATLAB image processing is to understand that a digital
image is composed of a two or three dimensional matrix of
pixels. Individual pixels contain a number or numbers
representing what grayscale or color value is assigned to it
Color pictures generally contain three times as much data as
grayscale pictures, depending on what color representation
scheme 1s used. Therefore, color pictures take three times as
much computational power to process.

Here images are read with noise. Noise is the dust
particle of image which degrades the image quality. The type
noise here taken to process is Gaussian noise. Noise is
introduced into images usually while transferring and
acquiring them. The main type of noise added while image
acquisition is called Gaussian noise while Impulsive noise is
generally introduced while fransmitting image data over an
unsecure commumication channel, while it can also be added
by acquiring.

VI. RESULTS AND DISCUSSION

Still images are visual representations that do not move.
Text is ideal for transmitting information in a highly articulate
manner that can be consistently interpreted irrespective of the
user. Still images, however, allow the content creator to
convey information which can be more freely interpreted by
the user. A picture does indeed paint a thousand words but the
meaning of the picture will vary from user to user. Images can
be acquired from clip art collections on CDROM or through
the use of a scanner. Noise is occurring in still images during
the acquisition process. Noises are the unwanted dust
particles, filters are used to remove those noises in images.
Proposed Edge Shield Static Median filter is used to remove
the Gaussian noise that occurs on the image

. The effect of the proposed Edge Shield Static Median
filter in still images is noticeable. A number of still images are
taken and evaluated with the use of Edge Shield Static Median
filter. Some of the results are shown in Table-1.
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IMAGE NOISY IMAGE EDGE SHIELD

STATIC MEDIAN
FILTER

STILL MSE PSNR MSE PSNR
Baby 281.5493 | 23.6353 | 246.1405 | 24.2190
Charlie 254.4840 | 24.0742 | 188.1981 | 25.3847
Dog 3438284 | 22.7674 | 298.7554 | 23.3776
Entrance | 373.4400 | 22,4086 | 329.2497 | 22.9556
Girl 336.5572 | 22.8602 | 292.8767 | 23.4640
Monkey 22,7267 | 289.8590 ( 23.5089

347.0654

Remote 326.9327 | 22.9862 | 268.9243 | 23.8345

Tower 370.0080 | 22.4487 | 327.4097 | 22.9799

Women | 246.8843 | 24.2059 | 204.2118 | 25.0300

Fly 203.1277 | 23.4602 | 266.4666 | 23.8744

Bear 2023745 | 23.4714 | 268.3916 | 23.8431

Table-1: PSNR And MSE Values Of Processed Still Images

The table-1 shows the result of different images
processed with Edge Shield Static Median filter. The PSNR
values are improved in decimal vise and error rate is
decreased noticeably.

In baby image, noisy image have the PSNR value
23.635 and wiener filter have the value as 23.7082. After
applying the Edge Shield Static Median filter PSNR value
increased as 24.2190. The difference between the image
PSNR values is 0.5108. The quality of the image in PSNR
vise improved as 0.5 percentages. The other images like fly,
entrance, bear, etc... Also have the PSNR value increased by
the ratio 0.7%MSE value of noise image of Charlie is
254.4840, after applying the wiener filter the error rate is
reduced by 232.6073 and the Edge Shield Static Median filter
reduces the etror rate as 188.1981the value of reduced error
rate is near 65. By comparing all the images the mean square
error is reduced near 45% from the noisy image. The
performance of Edge Shield Static Median filter on still image
is showed as graph.
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Figure-8: Performance Of Edge Shield Static Median Filter
On Still Images

Figure-9: Edge Shield Static Median Filter Applied On An
Image Of Women

Result of Edge Shield Static Median filter is Figure-8
shows the graphical representation of processed MSE and
PSNR values. The chart shows the MSE and PSNR values of
noisy image, MSE and PSNR values of image after applying
the wiener filter and Image values after applying the Edge
Shield Static Median Filter. The graph visually shows the
difference between existing method and proposed method.
Figure-9 shows the screen shots of result after applying the
wiener and Edge Shield Static Median filter with improved
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PSNR and MSE wvalues. The values are calculated between the
noisy image and the enhanced image.

VII. CONCLUSION

And the Edge Shield Static Median filter works
better in still images than the medical images and satellite
images. The obtained results of still images are closed to the
original images. Most of noises are removed in all kind of
images.

Through the results the proposed Edge Shield Static
Median filter produces better results on removing the
Gaussian noise on images. And Edge Shield Static Median
filter produces improved results on still images. In still
images PSNR values are increased by 0.7 % overall and the
MSE values is decreased by 45%. In medical MRI images
PSNR values are increased by 0.8 % and the MSE values are
decreased by 40%. In X-ray images MSE values are decreased
by 35% and the PSNR wvalues are mcreased by 0.7%.
Processed satellite image have PSNR values 0.4% and MSE
value is decreased by 20%.The results shows clearly the Edge
Shield Static Median filter works effectively on still images.
The peak errors are increased in the ratio of below the 1%. So
this will not produce any distortion in the images.
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ABSTRACT

The graph based ranking model is proposed for
information retrieval area. Our proposed technique
concentrates on ranking the Data Manifold Model or
Manifold Ranking (MR). The Content Based Image
Retrieval (CBIR) gives an extra-ordinary result
underlying geometrical structure for the given image
database. MR is an expensive one. This approach
limits its usefulness for the large database containing
new queries. The name for Graph based Ranking
model is Efficient Manifold Ranking (EMR). The

scalable '

8l graph construction and efficient ranking
computation are the two views of MR. We specially
develop an anchor graph on the database. To increase
the speed of ranking adjacency matrix is introduced.
EMR is a promising method for real-time retrieval
applications.

Keywords: Content based image retrieval (CBIR),

classification. segmentation.

1. INTRODUCTION

Graph based ranking model is mainly focused the
problem of out of sample retrieval on large scale
databases. Most of the image retrieval systems are
based on the keyword search such as Google and
Yahoo image search. The keyword is matched based
on the image titles, manual annotation. web
document ete. The problem occurs are shortage of
text information and incomplete statement and image.
CBIR "' P! js (he best method to overcome the
hurdles. The proposed system sets a trend set for low
level features, global features can automatically
extracted from images. The researches have been
performed for designing more informative low-level
features to represent images or better metrics. The
performance is restricted due to the sensitive data and
conditions. Traditional method concentrates on data
features but they ignore the structure information.
During the unknown label information at the time
they focused the method structure information. The

same semantic label is likely (o share the
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neighbouring data points or belong to the same
cluster or manifold. Our aim is to produce a good
CBIR system for low level features as well as the
intrinsic structure of the image database. The intrinsic
geometrical structure collectively revealed by a large
number of data. MR ' "' works on many
applications and produce excellent performance and
feasibility on a variety of data types such as the text
U image 1 and video " He et al. ' is the first
person approached MR to CBIR and improved the
performance of image retrieval.

MR has some of the drawbacks such as handle large
scale databases cost wise high in both stages graph
construction and ranking competition stages. In the
existing system they don’t know how to handle an
out-of-sample query. The original MR ™! is
inadequate for a real world CBIR system. We
propose a novel framework named Efficient
Manifold Ranking (EMR). The technique is based on
two stages. The first one is Offline stage used for
learning and the latter one is Online stage used for
handling a new sample. EMR can handle a database
with | million images. The online retrieval is used to
retrieve within a short time.

The new contributions ['* of our proposed system are
as follows:

I) To produce an excellent outsource for an
out-of-sample retrieval proposed an efficient
approximate method to compute ranking
scores for a new query.

2) To test the efficiency of the proposed
technique, 1 millions samples in three

databases are included.
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3) To overcome and design the local weight
estimation problem of anchor graph, two
various methods are compared.

In Section 2, we describes the related work and
Section 3 overviews the MR algorithm. In Section 4,
we proposed an EMR approach. Section 5
summarizes the experimental results on many real-

time image databases. Section 6 concludes the paper.

2. RELATED WORKS

The problem of ranking has been overcome by
information retrieval and machine learning areas.
Conventional ranking models are content based
models, like the Vector Space Model, BM25,
language modelling U3 Jink structure based models
UOHITLO8 “Phe rank model M B% is an important
category to learn optimize a ranking function that
incorporates relevance features and avoids tuning a
large number of parameters empirically. The authors
present a unified framework for jointly optimizing
effectiveness and efficiency. [6] presented an
automatic segmentation method which effectively
combines Active Contour Model, Live Wire method
and Graph Cut approach (CLG). The aim of Live
wire method is to provide control to the user on
segmentation process during execution. Active
Contour Model provides a statistical model of object
shape and appearance to a new image which are built
during a training phase. In the graph cut technique,
each pixel is represented as a node and the distance
between those nodes is represented as edges. In graph
theory. a cut is a partition of the nodes that divides
the graph into two disjoint subsets. For initialization,

a pseudo strategy is employed and the organs are
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segmented slice by slice through the OACAM
(Oriented Active Contour Appearance Model).
Initialization provides rough object localization and
shape constraints which produce refined delineation.
This method is tested with different set of images
including CT and MR images especially 3D images
and produced perfect segmentation results.

Our aim is to give atlention of ranking
model, graph-based ranking. This approach
successfully applied in link-structure analysis of the
web YO soeial networks research and multimedia
data analysis. Generally, a graph can be denoted as G
= (V, E, W), where V is a set of vertices in which
each vertex represents a data point, ES V x Vis a
set of edges connecting related vertices, and W is a
adjacency matrix recording the pairwise weights
between vertices. The importance of a vertex is based
on local or global information drawn from the graph
and it is achieved by graph-based ranking model.

The model data by a weighted graph, and
incorporated this graph structure into. the ranking
function as a regularizer are recommended by
Agarwal. Guan et al. proposed a graph-based ranking
algorithm for interrelated multi-type resources to
generate personalized tag recommendation. An
automatically tag ranking scheme by performing a
random walk over a tag similarity graph are proposed
by Lieut al. The authors made the music
recommendation by ranking on a unified hypergraph
L combining with rich social information and music
content. The graph-based model has been proposed a
method namely, hypergraph. The MR has been

currently spread over on several works. The authors
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partitioned the data into several parts and computed

the ranking function by a block-wise way.

3. MANIFOLD RANKING REVIEW

In this section, we briefly review the manifold
ranking algorithm and make a detailed analysis about
its drawbacks. We start form the description of

notations.

3.1 Notations and Formulations

Given a set of data ¥ =[x, x2... xn] cR ™ and build a
graph on the data (e.g.. kNN graph).

W € R™ denotes the adjacency matrix with element
wj saving the weight of the edge between point i and
j- Normally the weight can be defined by the heat
kernel Wi = exp [—dz(xi,xj)IZtY’)] if there is an edge
linking x; and x;, otherwise wjy =0. Function d (xi.xj)
is a distance metric of x; and x; defined on %, such as
the Euclidean distance. Let r: % —R be a ranking
function which assigns to each point x; a ranking
SCOre I;. Finallx, we define an initial vector y= [y...
yn]T, in which y=1 if x; is a query and y; =0
otherwise.

The cost function associated with r is defined to be

0 @ =§ (Bl wi | UND - IND 10 % +
pE N n-yil?) (D)

Where > 0 is the regularization parameter and D is
a diagonal matrix with Dy = Z};l Wi

The first term in the cost function is a smoothness
constraint, which makes the nearby points in the
space having close ranking scores. The second term
is a fitting constraint, which means the ranking result
should fit to the initial label assignment. With more

prior knowledge about the relevance or confidence of
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each query, we can assign different initial scores to
the queries. Minimizing the cost function respect to r
results into the following closed form solution

== ([,—aS) 'y e (2)

where o = ﬁ , I, is an identity matrix with nxn, and

S is the symmetrical normalization of W,
S=D""*WD™ In large scale problems, we prefer to
use the iteration scheme:

r (t+1) = aSr (1) + (1-a)y a3
During each iteration, each _point receives
information from its neighbors (first term), and
retains its initial information (second term). The
iteration process is repeated until convergence. When
manifold ranking is applied to retrieval (such as
image retrieval), after specifying a query by the user,
we can use the closed form or iteration scheme to
compute the ranking score of each point. The ranking
score can be viewed as a meftric of the manifold
distance which is more meaningful to measure the

semantic relevance.

3.2 ANALYSIS

Manifold ranking has been used in various
applications at the same time it has its own
disadvantages to handle large scale databases. The
first step is to construct graph. The kNN is suitable
for MR, which has the ability to capture data’s local
structure. The construction cost for kNN graph is
very high and it is represented as O(n” log k), MR
ranking use the adjacency matrix W in their
computation. The storage cost of W is denoted as
O(kn). So the basic need is to construct a graph in

both low cost and small storage memory.
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The second, MR has very expensive
computational cost because of the matrix inversion
operation in equation (2). It is the main problem to
apply in large databases. We can use the iteration

algorithm temporarily to solve this problem.

4. EFFICIENT MANIFOLD RANKING
We present the disadvantages of original MR from to
views. They are scalable graph construction ®! and

cefficient ranking computation.

4.1 COLOR BASED IMAGE
RGB Color Space

The RGB components are widely used in electronic
media like CRT screens, LCDs, or phones that
transmit to produce light. By using the type of color
receptors in human eye can detect millions of colors.
The receptor can relate with the RGB components.
The color component value is stored in a byte and the

values range between 0 and 255.

HSL & HSV Color Space

The RGB color space to form a cube is a challenging
one. To represent a cube or color wheel is very poor.
During working process with millions of colors at
that time tint of color can’t be aligned properly on

RGB color space.
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Step 1: Convert RGB color space image

into HSV color space.

Step 2: Color quantization is carried out
using color histogram by assigning 8 level
each to hue, saturation and value to give
a quantized HSV space with 8x8x8=512

histogram bins.

Step 3: The normalized histogram is
obtained by dividing with the total number

of pixels.

Step 4: Repeat stepl to step3 on an image in

the database.

Step 5: Calculate the similarity matrix of
query image and the image present in the

database.

Step 6: Repeat the steps from 4 to 5 for all
the images in the database.

Step 7: Retrieve the images

4.2 TEXTURE BASED IMAGE

The “uniform texture” is not well defined and the
segmentation of texture is hard. The different
segmentations are to provide a plausible at different
scales of resolution. Each leaf in a tree is segmented
as one scale so that the whole tree-top or the whole
forest are considered to be individual regions at

coarser scales. The retrieval error occurs when the
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mismatch between query and image descriptors in

terms of resolution scales.

Retrieval based on comparing texture segments is
usually sensitive to over- and under-segmentation.
The changes in spatial texture appearance can cause
single textures to be split into smaller segments
(over-segmentation), The segmentation algorithm
combines small regions of different textures (under-
segmentation). The significant size is combined
together and scattered image creates the problems in
texture images. So that the images can be lost. An
example of this phenomenon is an aerial view of a
town in a richly vegetated area, in which both
buildings and vegetation are made up of numerous

but small texture patches.

Step 1: Read the Query input image name.

Step 2: Convert color image into grayscale

image.

Step 3: Divide the Query image into 16 by
16 blocks.

Step 4: Calculate the query image feature as

mean, max and min.

Step 5: Finally compute the covariance of

the Query image.
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Step 6: Load Covariance features of the

image database.

Step 7: Compare the difference between
Query image feature and the features of the

image database,

Step 8: Sort the distance of the features of

the image database.

Step 9@ Rewieves the closest distance

images from the image database.

Step 10: Display the retrieval images in the

output panel.
4.3 SHAPE BASED IMAGE

The purpose of edge detection is to reduce the
amount of data in an image. To preserve the
structural properties is used 1o extract image
processing. The aim of JFC was to develop an
algorithm that is optimal with regards to the

following criteria:

1. Detection: The probability of detecting real edge
points should be maximized while the probability of
falsely detecting non-edge points should be
minimized. This corresponds to maximizing the

signal-to-noise ratio.

2. Localization: The detected edges should be as

close as possible to the real edges.
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3. Number of responses: One real edge should not
result in more than one detected edge (one can argue
that this is implicitly included in the first

requirement).

With JFC’s mathematical formulation of these
criteria, Canny’s Edge Detector is optimal for a
certain class of edges (known as step edges). The
images used throughout this worksheet are generated

using this implementation.

Step 1: Read the Query input image name.

Step 2: Convert color image into grayscale

image.

Step 3: Calculate the edge of the query

input image.

Step 4: Compute the moment of the query

input image.

Step 5: Integrate the moment features of

given images row and column wise.

Step 6: Load moment features of the image

database.

Step 7: Compare the difference between
moment feature of the query image and
moment features of the

image database.

Step 8: Retrieve the closest difference

images from the image database.
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Step 9: Display retrieval images on the

output panel.

4.4 EMR for CBIR

The EMR is implemented in CBIR to improve
information and extend the data features. The
extraction features first done with the low level
features of images in the database. To utilize the data
points in the graph. The representative points can be
select as anchors and weight matrix denoted by Z-
with a small neighborhood size s. The offline anchor
selection doesn’t affect the online process. We cannot
frequently update the anchors for stable dataset. At
the final stage of uploading images or query the user
can specify and extract the low level features and
update the weight matrix Z-directly in the ranking

score.

4.5 Out of Sample retrieval

For the offline stage the data retrieval sample are
constructed by using graph and the calculation are
done by matrix inversion. The situation is handled
differently for out of sample data. The main
drawback of MR is hard to handle the new sample
queries. The MR designed a fastest strategy for
leaving the original graph unchanged and its used to
add a new row and column to W (left picture). The
new W is not used for the ranking process but it gives
an efficient output. During the online stage new
query is not acceptable because of its high

computational cost.
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The out of sample problem can be solved by listening
the nearest neighbors query and that query can be
used as a query points. If the database is static the
query or not used in the graph. The query can be
change initial semantic meaning in a large database.
The cost wise is high for the linear search nearest
neighbors

We use zt to denote the new column. Then, D, =z v
and h, =zD,"?, where h, is the new column of H. As
we have described, the main step of EMR is Eq.(11).
Qur goal is to further speedup the computation of
Eq.(11) for a new query. Let

5. RESULT AND DISCUSSION

The average precision obtains the value for single
query is by using Average Precision method and set
of top k items to get the relevant item from the
retrieved data. The existing systems does not
concentraies on strong, content-specific geometric
constraints among different visual words inan image.
The large scale content based image cannot be
retrieved from this method. The object of a graph-
based ranking model has the priority to allocate the
importance of a vertex, based on local or global
information draw from the graph. The manifold
ranking algorithm and make a detailed analysis about
its drawbacks. MR can be used in large applications
but it has some of the drawbacks such as to handle

the large scale database.
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In our proposed method overcome of run out-of-

sample retrieval method for ranking scores. It
produces an approximale result. The large scale
databases can gives the result within a short time.
The proposed method gives the outsource under the
Corel ¥ 100 and Corel 1000 databases. The data can
be modelled by a weighted graph, and incorporated
this graph structure into the ranking function as a
regularizer. An automatically tag ranking scheme by
performing a random walk over a tag similarity
graph. A projected gradient based algorithm was
proposed in to compute weight matrix and in our
previous work, a kemel regression method was

adopted.
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ABSTRACT

The pervasive among the adults are Acute
Myelogenous Leukemia (AML) is a sub-type of
acute leukemia. The person has AML mostly at the
age of 65 years. The current method implements
the manual examination of the blood smear during
the diagnosis. It needs for the detection of leukemia
M 1t is favor for the operators’ ability, accuracy
and time consumption. AML is presented a small
technique in blood smear. The proposed method
includes 1) this approach developed for simplicity
2) classification of complete blood smear images as
opposed to sub-images. 3) this algorithm is used to
segment and detect nucleated cells. The computer
simulation is under the testers comparing the
impact of Hausdortf Pl dimension on the system
before and after the influence of local binary
pattern. The sub-images and the whole images
performance and the results are compared to the
existing system and proposed system. Our aim is to
achieve 98% accuracy for the localization of the
lympho 14} plast cells. Already the microscopic

blood images are tested.

Keywords: Acute Myelogenous Leukemia (AML).

classification, segmentation.
1. INTRODUCTION

Our goal is to a) illustrate that the
classification of peripheral blood smear images
containing multiple nuclei can be fully automated
b) the hold-out cross validation method is used to
validate and segment the images c) this method
estimates around a 50 set of images (25 abnormal
samples and 25 normal samples) from American
Society of Hematology. The segmentation and
classification of AML based on complete
microscopic blood images is our proposed method.
[13)

The term classification of leukemia is mostly

finding the problem accurately.

In our proposed system, it can extract the
shape based approaches like lines, sheets from the
3-D biomedical images. The ellipsoidal model is
considered as thin structures. In existing system,
Gaussian filter method are implemented to simplify
and for getting segmentation results. Using

CIELAB color space and various edge detection

8
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algorithms, the segmentation is performed. The
edge detection methods consolidated are Sobel.
Prewitt. Roberts, Laplacian of Gaussian and Canny

[

edge detectors . The best detection technique is

canny edge detectors.

The canny implements two different threshold
values to identify the strong and weak edges. The
weak edges are identified only if they arve
connected to strong edges. A new method is
implemented for segmentation is Gabor filters for
extraction and segmentation of tagged cardiac
images. The designs of adaptive filters for different
local regions are implemented by Gabor filters.

" are like local filters in

Because the wavelets '
spatial domain. The advantage of Gabor filter is
they can combine with Gaussian envelopes. The
minimum space bandwidth is achieved by these
filters. Gabor filters are used widely in image
processing applications like texture segmentation
and edge detection. Gabor filters are used widely in
image processing applications like texture
segmentation and edge detection. [5] proposed a
system which wuses intermediate features of
maximum overlap wavelet transform (IMOWT) as
a pre-processing step. The coefficients derived
from IMOWT are subjected to 2D histogram
Grouping. This method is simple, fast and
unsupervised. 2D histograms are used to obtain
Grouping of color image. This Grouping output
gives three segmentation maps which are fused
together to get the final segmented output. This
method produces good segmentation results when
compared to the direct application of 2D Histogram
Grouping. IMOWT is the efficient transform in
which a set of wavelet features of the same size of
various levels of resolutions and different local

window sizes for different levels are used. IMOWT
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is efficient because of its time effectiveness,
flexibility and translation invariance which are

useful for good segmentation results.
2. RELATED WORKS

SEGMENTATION OF 4D CARDIAC MRI:
AUTOMATED METHOD BASED ON
SPATIO-TEMPORAL WATERSHED CUTS

J. COUSTY; L. NAJMAN

A new automated and fast procedure method is
proposed to segment the left ventricular
myocardium  in 4D MRI sequences. The
quantitative and qualitative evaluations RO are
provided. The discrete mathematical morphology is
used and the time efficiency is high. The ability of
the method to compute reliable characteristics of
the LV (ejection fraction and left ventricular mass);
the temporal continuity of the resulting automated
segmentation and the time-efficiency (about 3° to
segment a sequence of 25 3D-images on a low-end
computer) of the proposed method is checked for
the accuracy. The cardiac segmentation Bl method
is difficult to design. For that, the watershed "'!
cuts, a notion of watershed in edge-weighted
graphs which is optimal in a sense equivalent to
minimum spanning trees is introduced. The
watershed-cuts in 4-dimensional spaces are
proposed. Our second goal is to improve the ability
of both the spatial and temporal gradient of the
images. The segmentation produced the spatially as
well as temporal consistent.

The proposed method can be fairly used to
assess model-based segmentation schemes and the
results are compared with the non-model based
segmentation. The proposed method is used to
register generic physiological models of the heart

to real patient specific cardiac images. It can be

9
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easily register a model to a binary segmentation
than directly to images. The successive
segmentations obtained over the time take into
account spatio-temporal properties of the images.
The proposed scheme does not permit the direct
derivation of deformation parameters. The
accuracy is improved by registration with other
modalities such as delayed enhanced MRI and CT
scan.

A REVIEW OF SEGMENTATION METHODS
IN SHORT AXIS CARDIAC MR IMAGES

The fully and semi-automated methods
performing segmentation in short axis images using
a cardiac cine MRI ! sequence is discussed. To
tackle the ventricle segmentation in cardiac MRI,
an image-driven is proposed. Thesc methods
require either minimal or user intervention. The
image based and the pixel classification-based
frameworks are incorporating strong prior,
straightforward extensions of deformable models.
The next section presents strong prior for heart
segmentation. It can be generated by manually
segmenting an image or by integrating information
from multiple segmented images from different
individuals. Strong prior based methods overcome
the segmentation problems. We have proposed a
categorization for these methods. highlighting the
key role of the type of prior information used
during segmentation, and has distinguished three

levels of information:

i No information is used.
ii. Weak prior i.e, low level information.

iii. Strong prior information.
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CARDIAC LV AND RV SEGMENTATION
USING MUTUAL CONTEXT INFORMATION
In this paper, a graph cut based method is
implemented to segment the cardiac right ventricle
(RV) and left ventricle (LV) by using mutual
context information. It includes a “context penalty’
for the RV by learning its geometrical relationship
with respect to the LV. Similarly, the RV provides
geometrical context information for LV El
segmentation. The smoothness cost is formulated
for the learned context and captures the geometric
relationship. between the RV and LV. The mutual
context information method is to segment the RV
and LV. The geometric relationship is used for the
shapes in the form of relative orientations. The RV
and LV are manually segmented and they are
learned from a set of training images. The learmned
information is encoded on a graphical model of the
image as weights between pixel nodes and terminal
nodes. Graph cuts are used to find the final labels
in an iterative fashion. This paper makes the
following contributions:
1) We encode context information for
cach pixel as well as between pixels. The
Graph cuts do not need the sub-modular
graphs. The distance information is not
needed.
2) The RV and LV is used to segment the
individual organs.
The RV and LV are used to improve segmentation
accuracy. Context information was modeled in the
form of relative orientation of the two organs from
a set of training images. The two penalties and
smoothness cost leads to improve the segmentation

performance.
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3. CLUSTERING BASED SEGMENTATION

Clustering means measurement of points
or patterns are grouped together. This technique
implements in data of n-dimension. This n
represents arbitrary number i.e it can be two, three
or more. The cluster technique is a best suit for
sparse type of images. This technique includes
methods like k-means, fuzzy ! c-means etc.
SubrajeetMohapatra & DeeptiPatra proposed an
automated nucleus segmentation method.  For
segmentation two steps are performed to segment a
WBC nucleus "™ from the rest of the image
objects. The first step, the segmentation is
performed by executing a semi-supervised k-means
clustering. The second step of segmentation is
performed by nearest neighbor classification in

L*a*b space.

In blood microscopic 9 images and the

white blood cells '®

are segmented by using a
cluster method. In our proposed system, the first
step to convert the images into Lab color space. In
fuzzy, k-means clustering is to divide the images
into three clusters. At the same time, automatic
histogram is performed on the Lab color image.
The results of clusters and the reference image are

compared, selected and performs a logical AND

operation.

In the proposed approach first the RGB
image is converted to Smith’s HSI transformation.
Then a membership function is assigned to each
color pattern. After obtaining the membership
degree for color patterns, pixel classification is
carried out for segmentation purposes. A fuzzy

approach 191 for leukemia detection is proposed.
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3.1 INPUT CELL IMAGE

The input is taken as blood cell image. Basically
the data are collected from the outside sources. If
the blood cell is visible size then the refraction
effects are almost negligible. The disc function is
used to approximate the real images. Comparing to
MRI images, the disc approximation is enough for
testing images. The 3-D geometric information is
used to identify in-focus subjects by getting the

local blood cell ! images for testing samples.

3.2EVALUATE CELL FEATURES

1 method is

In image processing, feature extraction
used to redefine a large set of redundant data and a
set of features from reduced dimension. The input
data are transformed to the set of features is called
feature extraction. This method influences the
classifier performance and it is very crucial to
select the correct one. To give an effective feature
set we have to analyze several published articles
and methods are absorbed. The features are widely
used for a good classification and in our proposed
method implements the features on whole images.
It is used to boost the classifier performance. This
technique is implemented on a segmented image to
identify the location and size of complete non-

overlapping cells in a microscopic image.

3.3 SEGMENTATION USING k-MEANS
ALGORITHM

The least squares partitioning method that divide a
collection of objects is called k-means or k-groups.

The algorithm follows the below steps:

1.  Compute the mean of each cluster.
2. Compute the distance of each point from

each cluster by computing its distance
11
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from the corresponding cluster mean. The
each nearest point is assigned to the

cluster.

Initially the clusters are used to assign randomly.
This iteration implements to minimum the sum,
overall groups, squared within the group errors.
These are the distance of the points to the
respective group means. Convergent occurs when it
reach the residual sum of squares cannot be
lowered any more. The roots obtained the
geometrically compact as possible around their

res, pecti Ve means.

34 ARCHITECTURE
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3.5 FEATURE CLASSIFICATION

The classification  algorithm  includes  the

identification of images and the assumption of
images in depicts one or more features for

classifying the system or spectral regions in the

colored image
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case of remote sensing. This feature belongs to
several distinct and exclusive classes. The classes
are specified on a priori by an analyst on in

classified and (18]

supervised unsupervised
classification. The set of prototype classes are

specified the number of desired categories.

3.5.1 PROCESS

The classification of algorithm employ the
two phases of processing are training and testing.
The training phase includes the typical image
features are isolated and unique classification
category. The maotivating criteria for constructing

training classes are that they are:

. independent. i.e. a
change in the description of one training
class should not change the value of
another,

. diseriminatory, i.e. diffe
rent  image features should have
significantly different descriptions, and

. reliable, all

features within a training group should

image

share the common definitive descriptions

of that group.

3.6 CLASSIFICATION

This classification clear cuts the cancer and non-
cancer blood cells to get the spitted part from k-
means segmentation. Classification generates the
result for k-means cluster and also in support

vector machine.
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4. METHODOLOGY

4.1 k-MEANS ALGORITHM

The k-means clustering algorithm was
developed by J.MacQueen(1967) and then by
J.A Hartigan and M.A.Wong around [975. This
algorithm is to classify or to group the objects
based on attributes/features into K groups. After an
initial random assignment of data points to k
clusters, the centers of clusters are computed. The
data points are allocated to the clusters with the
closest centers. This process continues until the

cluster centers do not significantly change.

The data set of each cluster’s architecture
is updated. During the updation of clusters, data
points are removed from one cluster and added to
another. The updating clusters changes the values
of the centroids. This change is a reflection of the

current cluster data points.

When the cluster is not change, the
training of the k-means algorithm is complete. The
‘K’ cluster centroids are created and it is ready to
classify the patient’s statuses as normal,

hyperthyroid and/or hypothyroid function.

The process gives a easy way (o classify
the data set through a certain number of clusters
(assume k clusters) fixed a priori. The aim is to
define k centroids by assigning one to each cluster.
These centroids should be placed in a crafty way to
avoid location problem. The next step is to check
with the given data set and associate it to the
nearest centroid. It is necessary to re-caleulate k

new centroids.
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After obtaining k new centroids, a new
binding has to be done between the same data
points and the nearest new centroid. The loop may
change their location step by step until no more

changes are to perform in the k centroids.

The objective function

J=Fk, ZE0x - 2 o

\.'v'hereleiu’—cjIIl is a chosen distance
measure between a data point xij and the cluster
center ¢ jis an indicator of the distance of the  data

points from their respective cluster centers.

The k-means algorithm can be run
multiple times to reduce this effect. This algorithm
is used to work for a randomly generated data
points. It is used to find the locally minimal
solution. The dissimilarity measure is represented

as the Euclidean distance.

A set of n vectors X, j = L... n, are to be
partitioned into C groups G; , i=l1,....C. The cost
function, based on the Euclidean distance between
a vector X, in group j and the corresponding cluster

center C; , can be defined by:

J=), Ji= I [ThealXk-cin 7]
2

Where J=X"%eaill Xk — G IPis a cost function
within group i. There are two problems that are
inherent to k-means clustering algorithms. The first
is determining the initial partition and the second is

determining the optimal number of clusters.

If the cluster is in the centre of k-means
algorithm is used to run several times with the

13
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different set of initial cluster centre to improve

performance.

5. RESULTS AND DISCUSSION

5.1 PROBLEM IDENTIFICATION

Detection accuracy is low so that segmentation task
is complex. The major problem occurs are Image
processing and pattern recognition problems. The
LBP method performs the outsource of existing
methods are the linear discriminant analysis and the
principal component analysis. In this system
performs classification of whole images and also
includes the better performance for sub-images.
The proposed technique is to achieve an automatic
classification system to diagnosis the presence of
the acute leukemia from blood microscope images.
Comparing segmentation of nucleus to the
segmentation of the entire cell is much easier. In
the bone marrow, the WBC density is very high. A
set of manually segmented images of the nucleus
are used to decouple segmentation errors. A
microscopic blood image of size 184x138 is

considered for evaluation.

Drawbacks
*  Accuracy is low
*  Cannot provide optimized cancer detect
®  Segmentation process have some trouble

52 PROBLEM SOLVING

The system implements on peripheral blood smear
images obtained from two places. Here the method
performs automated processing, including color
correlation, segmentation of the nucleated cells,

and effective validation and classification.
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The feature set used to perform the efficient
classification among the exploiting shape, color,
and texture parameters of a cell. The impact of the
LBP operator on the HD proved to be a promising
feature for this analysis. A color feature called cell
energy was introduced, and results show that this
feature presents a good demarcation between

cancer and non-cancer cells.

Advantages

s [t provides high accuracy

* [t provide optimized cancer detect

®  No problem on this algorithm

® Here we used K-Means Algorithm for
segmentation and classification

*  Performance also high

6. CONCLUSION
Our proposed system performs

automated pmcessing includes color correlation,

14
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segmentation of the nucleus. effective validation
and classification. The shape, color and texture
parameters of a cell are utilized from the feature set
and to obtain the information and to perform
efficient classification. The FD proved promising
feature for clustering operator. A color feature
called cell energy and they presented good
demarcation between cancer and non-cancer cells.
The affected part of an MR image is detected. The
label information is used to improve the image
registration  accuracy. It  provides  useful
information for clinicians in cancer disease

diagnosis.
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Abstract— Biometrics - systems are playing an
important role in personal, national and global
security to improve person recognition and
authentication. However, the deceiving attacks are
occurred, it can be overcome by biometric systems.
The people are heedless about biometric deceit sensor
to derive outstanding deceit detection systems. They
are iris, face, and fingerprint techniques based on the
approaches of deep learning "™, The first approach
includes of learming each patch in convolutional
network architectures and through back propagation
the second approach concentrates on learning the
weights 'l of the network. The nine biometric deceit
specifications each one containing real and fake B‘”
samples of a given biometric modality and attack
type and learn deep representations for each
specification by combining and contrasting the two
learning approaches. This plan provides better result
from the eight out of nine specifications. The
outcomes indicate that deceit **' detection systems
based on convolutional networks can be resilient to
attacks already known and possibly adapted, with
little effort, to image-based attacks.

Index Terms— filter weights learning, back-
propagation, deceit detection.

L. INTRODUCTION

BIOMETRICS are used for access control, espionage
and also in every securily systems by allowing person
recognition and authentication based on the features
of human. The biometric techniques have been
widely applied to person recognition, ranging from
traditional fingerprint to face 19 o iris and recently,
to vein and blood flow for data acquisition, storage
and processing, and also the scientific advances in
computer vision, patiern recognition, and machine
learning due to technological improvements.

There are various methods to deceit a biometric
system, Indeed, previous works show eight different
points of attack that can be divided into two main
categories: direct and indirect attacks. The possibility
to generate synthetic biometric samples is the first
exposure of biometric security sensors. The final
comprises all the remaining seven attacks and
statutory different proportions of knowledge about
the system, e.g., the maltching algorithm used, the
specific feature extraction procedure, database access
for manipulation, and also possible weak links in the
communication channels within the system.

This is possibly because a number of biometric traits
can be easily forged with the use of common
equipments and consumer electronics to emulate real
biometric readings. Examples are stampers, printers,

i
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4l recorders. The biometric deceit

displays, audio
specifications allowed researchers to make steady
advance in the beginning of anti-deceit systems. The
deceit detection has been investigated are iris, face,
and fingerprint techniques. Specifications share the

common characteristic of image or video based.

The success of an anti-deceit method is based on the
design. It is able to capture acquisition telltales left
by specific attacks based on the systems rely on
experl knowledge. Small changes in the attack could
require the redesign of the entire system.

In this paper, we do not focus on custom-tailored
solutions. Instead, inspired by the Deep Learning’s
success in various tasks, and by the ability of the
technique to leverage data concentrates on (wo
general-purpose approaches to build image-based
anti-deceil systems with convolution networks for
several attack types. [6] proposed a system in which
OWT extracts wavelet features which give a good
separation of different patterns. Moreover the
proposed algorithm uses morphological operators for
effective segmentation. From the qualitative and
quantitative results. it is concluded that our proposed
method has improved segmentation quality and it is
reliable, fast and can be used with reduced
computational complexity than direct applications of
Histogram Clustering. The main advantage of this
method is the use of single parameter and also very
faster. While comparing with five color spaces,
segmentation scheme produces results noticeably
better in RGB color space compared to all other color
spaces.

The Filter optimization " (FO) and Architecture
Optimization (AO) are presented on the left and right
high-lighten as blue and red.

The practical outcome strongly indicates that
convolutional """ networks can be readily used for
brawny deceit detection. In fact, in the research field
the data-driven  solutions based on deep
representations is a valuable direction, allowing the
construction of systems with little effort to image-
based attack types. The remaining works are
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classified into five sections. Section II enlightens the
previous anti-deceit systems for the three biometric
techniques discussed in this paper, while Section 111
describes the methodology adopted for architecture
optimization (AO) and filter optimization (FO) while
Section IV presents experiments, results, and
comparisons with state-of-the-art methods. Finally,
Section V concludes the paper and discusses some
possible future works.

II. RELATED WORKS

[1]C. Rathgeb and A. Uhl, The fuzzy commitment
scheme has been leveraged as a means of

biometric template protection.

Binary templates are replaced by helper data which
assist the retrieval of cryptographic keys. Biomeltric
variance is overcome by means of error correction
while authentication is performed indirectly by
verifying key validities. A statistical attack against
the fuzzy commitment scheme is presented.
Comparisons of different pairs of binary biometric
feature vectors yield binomial distributions, with
standard deviations bounded by the entropy of
biometric templates. In case error correction consists
of a series of chunks helper data becomes vulnerable
to statistical attacks. Error correction codewords are
bound to separate parts of a binary template among
which biometric entropy is dispersed. As a
consequence, chunks of the helper data are prone to
statistical significant false acceptance. In experiments
the proposed attack is applied to different iris-
biometric fuzzy commitment schemes retrieving

cryptographic keys at alarming low effort.

[2] A. F. Sequeira, H. P. Oliveira, J. C. Monteiro,

J. P. Monteiro, and J. S. Cardoso, Biometric
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systems based on iris are vulnerable to several
attacks, particularly direct attacks consisting on

the presentation of a fake iris to the sensor.

The development of iris liveness detection techniques
is crucial for the deployment of iris biometric
applications in daily life specially in the mobile
biometric field, The Ist Mobile Iris Liveness !
Detection Competition (MoblLive) was organized in
the context of IJCB2014 in order to record. recent
advances in iris liveness detection. The goal for
(MobILive) was to contribute to the state of the art of
this particular subject. This competition covered the
most common and simple deceit attack in which
printed images from an authorized user are presented
to the sensor by a non-authorized user in order to
obtain access. The specification dataset was the
MobBIOfake database which is composed by a set of
800 iris images and its corresponding fake copies
(obtained from printed images of the original ones
captured with the same handheld device and in
similar conditions). In this paper we present a brief
description of the methods and the results achieved

by the six participants in the competition.

[3] N. Erdogmus and S. Marcel, The problem of
detecting face deceit attacks (presentation attacks)
has recently gained a well-deserved popularity.

Mainly focusing on 2D &

attacks forged by
displaying printed photos or replaying recorded
videos on mobile devices, a significant portion of
these studies ground their arguments on the flatness
of the deceit material in front of the sensor. In this
paper, we inspect the deceit potential of subject-

specific 3D facial masks for 2D face recognition.
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Additionally, we analyze Local Binary Patterns based
countermeasures using both color and depth data,
obtained by Kinect. For this purpose, we introduce
the 3D Mask Attack Database (3DMAD), the first
publicly available 3D deceit database, recorded with
a low-cost depth camera. Extensive experiments on
3DMAD show that easily attainable facial masks can
pose a serious threat to 2D face recognition systems

and LBP is a powerful weapon to eliminate it.

L. METHODOLOGY
3.1 SUPPORT VECTOR MACHINE (SVM)

A Support Veetor Machine (SVM) is used to
define a separating hyperplane. The output of the
hyperplane is classified into two classes. They are
horizontal and  vertical hyperplanes. The SVM
algorithm is used to find the hyperplane. It gives the
largest minimum distance. The distance of twice
receives the name of the margin within SVM’s
theory. Optimal are used to separate the hyperplane

and maximize the margin data.

Nonlinear classification

Fig: 3.1 Nonlinear
3.2 Fast Fourier Transform (FFT)

In this figure 3.2 a Fast Fourier transform

(FFT) is a systematic algorithm to compute the DFT
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for an input vector. Systematic means FFT can
compute the DFT of n-element vector in O (n log n)
operations contrasts to the O (). FFT exists for
vector length n. Parallel FFT developed for advent of
parallel computing. FFT are used to represent the
sequence of summations or its [factorization of
transform matrix. FFT is used to transform the
function of time into function of frequency. It mainly
supports to identify the timing dependent. FFT’s

major work is to breakdown the complicated signal

and converts into simple waves.

o

01 02

18 *Amplitude

Fig: 3.2 Fast Fourier Transform

Architecture

[ Real and Fake ]

FilterLear Anti-

Eyes Spoofing

Face spoofing

Fig: 3.3 Architecture

i [Sl

ISSN 2394-3777 (Print)
ISSN 2394-3785 (Online)
Available online at www.ijartet.com

International Journal of Advanced Research Trends in Engineering and Technology (WARTET)

3.3 Specular Reflection Features

In figure 3.4 shows specular reflection is
like a mirror reflection of light and the light reflects
in a single incoming direction and into a single
outgoing direction. It reflects the light in the entire
same angle. Lights are used to reflect in three
possible outcomes such as absorption, transmission
and reflection. The light reflected at a definite angle
is from a smooth surface. The light reflections are
depending upon the smooth surfaces or texture
surfaces. To remove specular reflection and
normalizing face gleam, specular reflection
component image is used. The input face image or
video used to separate the technique which is
specular reflection component. The assumption is
gleam comes from a single source of same color and

not over saturated. The face '™

images are captured
indoors under relatively controlled gleam and it
presents the difference between the genuine face of a
specular  reflection  components  and  the

corresponding deceit face.

b
02
m=129
§= 359

[ri (f g

Fig: 3.4 Specular Reflection
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3.4 Color Contrast Features *  Fingerprint deceit attack detection is a huge
Another important  difference between problem and the outcome is far away from a

genuine and deceit faces is the color contrast. perfect classification rate.

Genuine faces have opulent colors. This contrast » The acquisition sensor is the unshielded "'

tends to dwindle out in deceit faces due to the color part of a system and the attackers mostly

proliferation loss during image/video reseize. In this focuses on deceit directly.

paper, we follow the method used to measure the
image color contrast. Color with 32 steps in the RGB 4.1. Preprocessing

channels is performed on the normalized face image.

_ The preprocessing testing was execuled on face,
In this figure 3.5 shows two measurements are then Prep SIg £ oot

.2 ; i n
obtained from the color distribution: i) the top 100 i e, ngement. mages ko stady the

most frequently appearing colors, and ii) the number SEpIESERTIRINU NI B S g Bl W B2

of unique colors appearing in the normalized face Rreproeesiing lead HONRES with sizes:
image. The dimensionality of the color contrast

feature vector is 101.

IRIS1 B g MiSish jpg RIS jpg SR jpg RS18E jpg

AS16jog Thnmsan u3ipg uipg

uTieg

Fig: 4.1 To collect the original face, finger -

Fig:3.5 Color Contrast
IV. RESULT AND DISSCUISION

and iris images for store the database.

The information deals with the face deceit detection
problem through texture patterns and image quality

meltrics.

® By considering the previous problems,
Network  architecture  (figure 3.3) in
designed.

e To reduce the problems, deep learning

technique is assumed.
21
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B wENy — ®

FIF Spoot Detection

Registration
Feature Extraction
FIF distortion detection
Authentication Using SWVH+ANN .
Database Info
Delete image from Database

Exit

Fig: 4.2 To get menu form after
preprocessing
4.2. Iris Deceit Detection

In figure 4.3 iris !

is a unique modality and it
generates the accurate result for recognition !'"!. The
first algorithm was proposed by Daugman based on
iris codes which are used in iris technologies and
applications. The several algorithms are also
proposed to advance the state-of-art in iris

recognition.

Iris deceit is a technique by which one can
muddle or mock the identity of a sole. The ways of

deceit an iris recognition system is discussed below:

IRIZ18D.jpy IRIS12E.jpg IRIS18Fjpg IRIS12G.jpe
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Fig: 4.3 To registered iris image for users from

database

1) Pupil dilation: Pupil dilation can occur due to
gleam variations, alcohol (substance) consumption,
and medicine. As shown by Hollingsworth et al.,
large pupil dilation can cause iris patierns to be
unrecognizable.

2) Textured contact lenses: Several researchers have
shown that a colored textured contact ' lens can
block the actual iris patterns and confuse an iris
recognition system. Inter-class and intraclass
similarities are significantly affected by colored
textured contact lenses. Similarly, a lens with a
painted iris. obfuscates the actual eye patterns and
creates a different appearance which is unseen by the
iris recognition systems.

3) Print attack: Presenting a printed image of an iris
to the scanner/system can help impersonating one’s
identity.  'With appropriate printer and paper
combination, the quality of printed iris can be
substantial enough to mislead an iris recognition

system.

 rzsu — P
' Selected Uzer iz Authenticate Person

Fig:4.4 Selected user is autherised
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e Selected User iz Mot Authenticate Person

Fig: 4.5 Selected users is not authorized

4.3. Face Deceit Detection

In this dissertation, the problem of face deceit
detection, particularly in a cross-database scenario is
reviewed. The proposed method is to perform face
deceit detection based on Image Distortion Analysis
(IDA). The IDA features are classified into specular
reflection, blurriness, color moments, and color
contrast have been designed to capture the image
distortion. The 121-dimensional IDA feature vector is
resulted from the four different features joined
together. A troupe classifier consists of (wo
constituent SVM features used for the classification

of genuine and deceit faces.

PG f1IPG 2JPG PG

Fig: 4.6 To registered face image for users from
database

Due to the innate data-driven nature of
texture based methods, they can be easily over-fitted

to one particular gleam and imagery condition. It

ISSN 2394-3777 (Print)
ISSN 2394-3785 (Online)
Available online at www.ijartet.com

International Journal of Advanced Research Trends in Engineering and Technology (WARTET)

does not generalize to databases collected under
disparate conditions.

4.4. Fingerprint Deceit Detection

t 192 distortion detection problem

Fingerprin
are classified into two types such as the registered
ridge orientation map and period map as the feature

vector, which is classified by a SVM classifier.

Distortian Distartion
deteetion | vsiaries | rectifieation

Noriwal

Tnpet fnzerprin Rctied fingerarind

Fig: 4.7 Fingerprint deceit
4.4.1 Reference Fingerprints

To study the fingerprint (figure 4.8)
distortion statistics, Tsinghua distorted fingerprint
database is used. For data collection, a FTIR
fingerprint scanner with video capture functionality

was utilized.

ud.jpg u5.jpg uTjpg

Fig: 4.8 To registered iris image for users from
database

In this figure 4.9 the fingerprints between
training and testing data are different. A large number
of references are used to register the various patterns
of fingerprints properly. Distorted fingerprints are
also used as reference.
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Based on the finger’s center and direction, a
reference [ingerprint is registered. The accurate
fingerprints results are generated by a Poincare index
based algorithm. The upper core point is used as the
finger center. For arch fingerprints upper core points
are not correctly detected and the centre point is

manually estimated.

;i-
Fig: 4.9 Reference Finger Print
4.5. Evaluation and Implementation

The proposed distortion detection algorithm and
the distortion rectification algorithm is evaluated by
performing matching experiments on three databases.
Finally, we discuss the impact of the number of
reference iris, fingerprints. face on distorted iris and

face rectification.

The input images are given to Veri-Finger
technique. The three experiments are original iris,
fingerprints, face, rectified iris, fingerprints, face by
Senior and Bolle approach, and rectified iris,
fingerprints, face. No burglar matches were
conducted because the matching score of Veri-Finger

is linked to the false accept rate (FAR).

IFVC2006 DB2_A was used to examine

whether distortion rectification may have negative
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impact on maltching accuracy or not in distorted iris,
fingerprints, face. The distorted subset of FVC2004
DBI consists of 89 distorted iris, fingerprints, Tace
and pairing normal iris, fingerprints, face. To clearly
evaluate the contribution of distortion rectification to
matching distorted iris, fingerprints, lace, it was

tested separately
V. CONCLUSION & FUTURE WORK
5.1 CONCLUSION

Our networks use classic convolution
operations that can be viewed as linear and non-linear
image processing operations. The operations are
essentially extracted from higher level
representations and named as multiband images,
whose pixel attributes are joined into high-
dimensional feature vectors for later patltern
recognition. False non-match rates of fingerprint
matchers are very high. By using the security hole in
automatic  fingerprint recognition system the
criminals and terrorists used it in an illegal manner.
For this reason, it is necessary to develop a
fingerprint  distortion detection and rectification

algorithms to fill the hole.
Face deceit detection include

i Understand the characteristics and

requirements for Face deceit detection.

il By considering the user demographics
(age, gender, and race) and ambient
gleam a large and representative

database is collected.
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iii. To develop robust, effective, and
efficient features (e.g., through feature

transformations) for the network.

iv. Consider user-specific training for face

deceit detection.

By using the proposed method enhance the
biometric modalities such as palm, vein, and gait. In
fact, there is an additional research that could take to
next step. We imagine the application of deep
learning representations on top of pre-processed
image feature maps (e.g., LBP-like feature maps,
acquisition-based maps exploring noise signatures,

visual !

rhythm representations, etc.). With an n-
layer feature representation, we might be able to
explore features otherwise not possible using the raw
data. In addition, exploring temporal coherence and
fusion would be also important for video-based

attacks.
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Abstract:

Face has unique identity among all the human beings.
Face identification is used to perform on 2-D and 3-D
facial data.3-D provides higher accuracy than 2-D
especially in high security applications. Considering
the disruptions covering the facial surface is a great
challenge and so enables the fully automatic security
systems. In this proposed system handling two
problems such as 1) disruption handling for surface
registration, and 2) missing data handling for
classification based on subspace analysis techniques.
The adaptively-selected-model-based  registration
technique is implemented for alignment problem,
where a face model is selected for an cramped face
such that only the valid non-cramped patches are
utilized. When the registration stage is completed,
disruptions are detected and removed. In the
classification stage, masked projection is proposed. It
enables the use of subspace analysis scheme with
incomplete  data.

Thedisruption handling is to

improve  the overall  results. The two
databasesnamely, the Bosphorus and the UMB-DB
are reported in experimental results. The results

confirm that registration based on the adaptively

selected model together with the masked subspace
analysis classification offer adisruption robust face

identification system.

Keywords: Disruption, UMB-DB, Bosphorus, Face

Identification.
1. INTRODUCTION

Identifying the features of human beings is easily
done in biometric systems. The human face is mostly
preferred in the biometric identifications. It has the
advantage ofcontactless acquisition '"*!. Tt is used in
many applications such as public records,
authentication, security and safety. In biometric
system, the face identification technique is the most

trusty and preferable.

This paper is presented as follows: in Section 2, face
identification (2-D and 3-D) is discussed. Section 3
describes the advantages of 3-D face identilication
systems like disruption, ageing effect, gleam and
changes in pose. Section 4 gives short description
about external and internal objects. In section 5, the

review of databases and challenges are summarized.
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Section 6 addresses the different approaches of

disruption invariant.
2. FACE IDENTIFICATION

A face identification system is used to verify a
particular person [rom a digital image or video
source. The human face is used to identify in the
society and provides security among the biometric
face identification system. In this system, they can
capture a face without touching the person and
identified. The proposed system is used to control the
crime  deterrent.Face is - classified into many
dimensions. Here 2-D and 3-D face is discussed. The
surface reflectance is presented by 2-D intensity and

the face shape data is given by 3-D depth values.

Based on 3-D or 2-D data, the acquisition,
registration and characteristic matching is done for
face identification. Identification is enhanced
dimensionally by using the parameters like shape and
texture channels parallel. 2-D image information is
included in texture channel. 3-D has more advantages
than 2-D, The variation like gleam "' ™! affects the
shape of the face or the probe. [9] proposed a system
in which an automatic anatomy segmentation method
is proposed which effectively combines the Active
Appearance Model, Live Wire and Graph Cut (ALG)
ideas to exploit their complementary strengths. It
consists of three main parts: model building,
initialization, and delineation. For the initialization
(recognition) part, a pseudo strategy is employed and
the organs are segmented slice by slice via the
OAAM (Oriented Active Appearance method). The
purpose of initialization is to provide rough object

localization and shape constraints for a latter GC
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method, which will produce refined delineation. It is
better to have a fast and robust method than a slow

and more accurate technique for initialization.
3. 3-D FACE IDENTIFICATION

When comparing to 2-D face identification, 3-D is
the most preferable because it has higher accuracy
rate. In addition, it is robust to obstacles and
variations. Example for identification is time

U121 Shape of face plays a major role in

dimension
3-D face identification in one’s identity. It is resistant
to deceit and deception. The effect of gleam and pose
from 3-D texture face is eliminated by the shape data.
The combination of shape and texture of face

processing leads to high performance o

During the processing of face, internal factors occur.
The appearance and shape of the face is the major
problem when ageing occurs. The facial muscles will
produce new. expressions like smiling, happy, sad,
angry elc. Disruption makes problems for identifying
the original image of face. Still the disruption

variation is a challenging part''!.

4. DISRUPTION

The real-time applications are constrained to work in
controlled issues!?.. The information of face provides
non neutral facial expressions. The face can be
cramped due to hair, hands, phone, scarf, glasses,
gogeles et . It hides some part in face®®. The
internal and the external objects'! ¥ are affected due
to the presence of 3-D facial information in a large

number of acquisitions. Sometimes it loses the

2
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information. There are two types of disruptions. They
are 1) disruption due to internal objects and 2)

disruption due to external objects.

41 DISRUPTION DUE TO INTERNAL
OBJECTS

Changes in pose lead to sell disruptions. Due to that a
part of facial surface hinders acquisition of another
region. These disruptions cause missing of

information of facial surface "*!,

4.2 DISRUPTION DUE TO EXTERNAL
OBJECTS

Examples of external objects are hair, hands, phone,
scarf, glasses, goggles etc!"”, The problems occurred
in partial disruption has found the solution is
implications for image processing. The real life
examples are iris recognition, identification via ear,
medical, hair, hands and goggles. The developed
technologies used for hacking and forgery. The
disruption system are used to control the intruders
misbehave. The people are used tricks to forgery the
security systems by covering the face with mask or
scarf. The deceiting and deception leads toraising
failure rates of the realistic systems in accordance

with face identification™.

5. REVIEW OF DATABASES

The complexity in database is used to recognize the
different faces are a realistic challenge. The UMB-
DB database and the Bosphorus database are

addressed in 3-D face. The large disruption faces are
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contained in UMB-DB 3-D database. When the face
is affected by disruption, the UMB-DB database is
used to test the algorithms and systems. In face
identification, the disruption is present due Lo
external and internal objects. The UMB-DB consists
of 1473 2-D color images and 143 contents of 3-D
depth images. The contents include 98 Males and 45
Females. The majority of the people age ranging
from 19 to 50. A pair of twins and a child of 4years
old age have been additionally included. The contents
are included from Caucasian race. The database has
captured9 acquisitions which include 1) Three with a
neutral expression 2) Three contents with non-neutral
facial expressions mainly, Smiling, Angry and Bored
3) Three contents their face cramped by different
objects like scarf, hair and hands having random

positions.

The UMB-DB database has captured the contents like
eyeglasses, holding phones, partially cramped by hair
and other objects. The aggregate number of cramped
faces is 578. During the time of acquisitions the
persons were allowed to cover the some part of face.
The UMB-DB database provides an average of 42%
and maximum of about 84%. Minolta vivid-900 laser
scanner is used to create the dataset. When
acquisiion occurs every time, seven feature points

are noted manually "'\

6. APPROACHES

Alyuz et al U have presented a paper about masked
projection having face identification with disruption.
They illustrates mainly two problems i) Disruption
handling for surface registration i) Based on

subspace analysis method handling missing data for
3
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classification. To recover the alignment problem they
addressed an adaptively selected model based
registration method. This method includes the
preliminary handling of 3-D face identification
method which consists of registration and removal of
disruption steps. Adaptive registration pipeline is
classified into conflict techniques. Some of the
techniques are nose detection, adaptive model
selection and Bosphorus database. The important
non-cramped patches are utilized with ICP based
approach in adaptive modeling. Disruptions are
detected and removed during registration stage. In
classification stage masked projection is presented. In
the presence of defective data the use of subspace
analysis method is enabled in the proposed technique.
To improve the performance disruption handling is

added in the classification stage.

7. MODELING OF FACIAL SURFACE

With the help of pixel level Gaussian Mixture Model
(GMM) facial surface complex model is designed in
the proposed technique. Comparing the pixels with
the respective mixture model for their fitness.
Through the training phase pixels are passed. The
pre-aligned faces are obtained by the adaptive
registration technique. To give depth images, the
facial surfaces are re-sampled after alignment.
Comparing to baseline approach our proposed
technique delivers best performance. Using UMB-
DB database and Bosphorus database, these

approaches are tested for detecting disruption!*!.

ISSN 2394-3777 (Print)
ISSN 2394-3785 (Online)
Available online at www.ijartet.com

International Journal of Advanced Research Trends in Engineering and Technology (WJARTET)

8. RELATED WORKS

The binary segmentation problem from the challenge
of face detection with disruption is considered in this
approach. It includes the data residing in the
neighborhood relations in the form of pixel. The
graph is modeled from the regional cues of depth
values included with neighborhood cues and acquired
surface. The surface pixels are separated into face or
disruption with graph cut technique. Comparing to
GMM, GC. gives outstanding results. The research
field is now on encapsulating regional anddetecting

neighborhoodinformation !,

Alyuz et al. =

have presented the method to
disruption handling at the classification stage, known
as masking prejection. Enabling the use of subspace
analysis technique with insufficient data is focused in
this paper. They have augmented with regional
approach suitable for disruption handling in
classification stage. It leads to recognition rate by the

use of UMB-DB and Bosphorus Database.

A. Colombo et al. "' have proposed the tolerant
technique against partially cramped faces. The
detection algorithm reviews the features on the face.
The acquired face of the person is registered. The
method which is used to avoid samples including
cramping objects is Iterative Closest Point (ICP).The
Gappy Principal Component Analysis (PCA)
classifier is used to isolate between face and non
face. The face detection can be done using UND
database. It shows 90.4%accuracy for face

identification.
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Agrawala et al’ Pl have analyzed a framework for
detecting 3D faces by comparing, matching and
averaging their shapes. Representing facial surfaces
with radial curves starting from nose tips is analyzed
using elastic shapeto develop a Riemannian [rame
work. The framework is normal for measuring facial
disruption and it is a challenging task for variations in
large pose. This approach is experimented from both
exact and hypothetical perspectives using three
databases FRGC2, GavabDB andBosphorus. They
proposed a local representation by utilizing a curved
representation of a 3D face and a quality filter for

selecting the curves in unrestricted situation.

Bagchi et al. ®analyzed a robust face recognition
system.The system is resistant to pose changes and 10
disruptions from real time. Thelterative Closest Point
(ICP) algorithm is used with the residual distances
between alnput Face and gallery model.
Theperformance of ICP depends on initial
conditions.By considering the threshold of depth map
value of the 3-D image, disruptions are removed.
Using Bosphorus database, thisdisruption invariant

method provides 91.30% accuracy.
9.RESULTS AND DISCUSSION

After analyzing many papers presented by
researchers, it is summarized as most of the process
done on the basis of masking projection at the
classification stage. The techniques which are used in
common are ICP, GPCA and PCA. These methods
are used to solve the problems like gleam, disruption,
variation in pose ! and expressions. The below table
represents the analysis related to the proposed

system.
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10. CONCLUSION

The research work concentrates on different methods
used for disruption invariant 3-D face identification
technique.Disruption in 3-D face identification is a
challenging task while processing. In this proposed
work, 3-D face recognition with challenges of
disruptionsarereviewed. Additionally, disruptions due
to internal objectsand external objectsare discussed.
The maximum number of cramped datasets with
large number of information is provided by UMB-DB
database All the approachesfocused are effective for
retaining the spatial domain information.In the future
robustness of 3-D face identification can be improved

to have high disruption invariant.
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ABSTRACT: Image de-noising continues to be an active research topic. Although state-of-the-art de-noising methods
are numerically impressive and approach theoretical limits, they suffer from visible artifacts. However, the images
obtained from medical imaging techniques (MRI, Ultrasound, CT etc.,) often include imaging noises. Therefore de-
noising is an essential and used as a preprocessing process to remove their noises before extracting some meaningful
information from these images. In this paper presents an efficient de-noising technique based on Anisodiffusion filter
with Discrete Wavelet Transform (DWT) is developed. This proposed method enhances the edges in the de-noised
image. The proposed method is tested with MRI, Ultrasound, and CT scan medical images. The performance of this
method is compared with the existing standard filters and it has produced good result

KEYWORDS: Image de-noise: DWT: Anisodiffusion filter: Gradient;

I. INTRODUCTION

Medical imaging is one of the technique and process of creating visual representations of the interior of a body for
clinical analysis and wvisual representation of internal structures of human organs [1].There are many imaging
techniques available today, among them Magnetic Resonance Imaging (MRI), Ultrasound, Elastography and Computer
Tomography (CT) are most widely used imaging techniques. Magnetic Resonance Imaging (MRI) uses most powerful
magnets to polarize and excite hydrogen nuclei of water molecules in human tissue, producing a detectable signal
which is spatially encoded, resulting in images of the body. Medical ultrasonography is useful for high frequency
broadband sound waves in the megahertz range that are reflected by tissue to varying degrees to produce 2D and 3D
images. Ultrasound is used for imaging the abdominal organs, heart, breast, muscles, tendons, arteries and veins.

Elastography is one of the relatively new imaging modality that maps the elastic properties of soft tissue.
Elastography is useful in medical diagnoses. as elasticity can discern healthy from unhealthy tissue for specific organs
and growth. Computed Tomography (CT) scan. produces 2D image of the structures in a thin section of the body. In
CT, a beam of X-rays spins around an object being examined and is picked up by sensitive radiation detectors after
having penetrated the object from multiple angles. A computer then analyses the information received from the
scanner’s detectors and constructs a detailed image of the object. However the images produced by these image sources
are sensitive to image noise and thus degrade the quality of the image.

Noise is any degradation of the image signal caused by external disturbance [2]. Usually the medical images, are
affected by noises due to the disturbance in the imaging process and inclusion of inaging artifacts. These image noises
are classified as Amplifier noise (Gaussian noise), Salt-and-pepper noise (Impulse noise), Shot noise, Quantization
noise (uniform noise), Film grain noise, Speckle noise (Multiplicative noise) and Periodic noise. Gaussian is an
idealized form of white noise, which is caused by random fluctuations in the signal [3]. In Gaussian noise, each pixel of
the image will be changed from its original value by a small amount. There are many standard filters are available in
the literature to remove the noises form the medical images. The standard Median Filter (MF) is effective filter but
works better only at low noise densities [4], that is, if the noise level is above 50%, edge details of original image
cannot be preserved by the standard median filter. Similarly, Adaptive Median Filter (AMF) works well at low noise
densities [5], but in high level noise the window size has to be increased which leads to produce blurring effect in the
image. Also these filters will not take into account the local features, as an outcome of which the edges may not
recovered satisfactorily.
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The rest of the paper is organized as follows: Related is detailed in Sect. 2. In Sect. 3, Proposed Methodology and the
conclusion are in Sect. 5.

II. RELATED WORK

In [3] authors discussed most of the rules relating simple nonlinear threshold values for wavelet-based de-noising
have assumptions that the wavelet coefficients are independent values. However, when we talk of natural images, we
observe that wavelet coefficients have significant dependency. The phrase Peak Signal to Noise Ratio, often
abbreviated PSNR, is an engineering term for the ratio between the maximum possible power of a signal and the power
of corrupted noise that affects the fidelity of its representation. In this paper, experimentation is performed to study the
effect of Increasing Gaussian noise on PSNR and the corresponding measure. In [5] authors illustrated on two types of
image models comupted by impulse noise, we propose two new algorithms for adaptive median filters. They have
variable window size for removal of impulses while preserving sharpness. The first one, called the ranked-order based
adaptive median filter (RAMF), is based on a test for the presence of impulses in the center pixel itself followed by a
test for the presence of residual impulses in the median filter output. The second one, called the impulse size based
adaptive median filter (SAMF), is based on the detection of the size of the impulse. In [6] authors proposed a new
definition of scale-space is suggested, and a class of algorithms used to realize a diffusion process is introduced. The
diffusion coefficient is chosen to vary spatially in such a way as to encourage intraregional smoothing rather than inter
region smoothing. It is shown that the 'no new maxima should be generated at coarse scales' property of conventional
scale space is preserved. As the region boundaries in the approach remain sharp, a high-quality edge detector which
successfully exploits global information is obtained. In [7] authors discussed a image restoration based on the “mean
curvature motion” equation. Existence and uniqueness of the “viscosity” solution of the equation are proved, a stable
algorithm is given, experimental results are shown, and the subjacent vision model is compared with those introduced
recently by several vision researchers. The algorithm presented appears to be the sharpest possible among the multi-
scale image smoothing methods preserving uniqueness and stability.

I11. PROPOSED ALGORITHM

The proposed method accepts the image De-noising for Gaussian Noise in Medical Images parameters as input
which contains the MATLAB simulation where the improved Anis diffusion Filter with DWT coding based image de-
noising algorithm is applied to the noisy image databases. This overall proposed architecture in figure 1 follows a de-
noising process flow from the beginning to end state.

A. Image preprocessing

MATLAB plays a vital role in Image Processing in order to develop the quality of image. MATLAB is a high-level
language and interactive environment for computation of numbers, visualization, and programming. Data can be
analysed, algorithms can be developed and models and applications can be created using MATLAB.

The main goal of the pre-processing is to improve the image quality to make it ready to further processing by
removing or reducing the unrelated and surplus parts in the background of the medical images are CT and MRI images
that complicated to interpret. Hence pre-processing is essential to improve the quality. It will prepare the mammogram
for the next two- process segmentation and feature extraction. The noise and high frequency components removed by
filters.

B. Gaiussian noise
Gaussian noise is one of the statistical noise having a probability density function (PDF) equal to that of the normal

distribution, which is also known as the Gaussian distribution.
The probability density function p of a Gaussian random variable z is given by

il
PEE = L5 eqn. (1)
a2m .
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where, z represents the grey level, p the mean value and & the standard deviation.
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Fig.1. Proposed Framework flow diagram
C. Discrete Wavelet Transform (DWT)

The Discrete Wavelet Transform (DWT) of image signals produces a non-redundant image representation, which
provides better spatial and spectral localization of image formation, compared with other multi scale representations
such as Gaussian and Laplacian pyramid. The DWT can be interpreted as signal decomposition in a set of independent,
spatially oriented frequency channels. The signal S is passed through two complementary filters and emerges as two
signals, approximation and Details. This is called decomposition or analysis. The components can be assembled back
into the original signal without loss of information. This process is called reconstruction or synthesis.

The mathematical manipulation, which implies analysis and synthesis, is called discrete wavelet transform and
inverse discrete wavelet transform. An image can be decomposed into a sequence of different spatial resolution images
using DWT. In case of a 2D image, an N level decomposition can be performed resulting in 3N+1 different frequency
bands namely, LL, LH, HL and HH.

D. Anisotropic Diffiision Filter

Anisotropic diffusion, also called Perona-Malik diffusion is a technique to reduce image noise without removing
significant parts of the image content, such as edges, lines or other details, which are important to the interpretation of
the image. Anisotropic diffusion resembles the process that creates a scale space, where an image generates a
parameterized family of successively more and more blurred images based on a diffusion process. Each of the images
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resulting in this family is given as a convolution between the image and a 2D isotropic Gaussian filter, where the width
of the filter increases with the parameter. This diffusion process is a linear and space-invariant transformation of the
original image. Anisotropic diffusion is normally implemented, by means of an approximation of the generalized
diffusion equation.

Formally, let Q—R’ denote subset of the plane and I(. , 1): © — R be a family of gray scale images, then anisotropic
diffusion is given by:

% =dive(x,y, tVi= Ve VI+c(x,y,t,VI) eqn. (2)

where, V denotes the Laplacian, V denotes the gradient, div-(...) is the divergence operator and ¢(x, v, t) is the
diffusion coefficient and it controls the rate of diffusion, usually chosen as a function of the image gradient so as to
preserve edges in the image.

Though the Anisodiffusion filter with DWT is an edge preserving filter when it is used as a preprocessing procedure
for image segmentation and analysis, the preserved edge details are not enough for accurate segmentation of individual
objects present in the images, especially for medical images. Therefore, in this proposed method the edge details are
added to the noisy image before applying the de-noising procedure based on the Anisodiffusion filter.

IV. CoNCLUSION AND FUTURE WORK

In this paper presents a novel image de-noising process using Anis diffusion Filter with DWT coding on medical
images to remove the Gaussian noise present in images by preserving the edges. This proposed method is tested with
MRI, CT scan and Ultrasound medical images. The performance of this method is also compared with the standard
filters, Mean filter, Median filter, Linear filter, Adaptive filter, Gaussian filter, Unsharp filter, Sobel filter. Presently,
we have de-noised only the Gaussian noise in the medical images, in future it may be modified to eliminate all types of
noises in medical images.
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ABSTRACT: Image compression is currently a prominent topic for both military and commercial researchers. Due to
rapid growth of digital media and the subsequent need for reduced storage and to transmit the image in an effective
manner Image compression is needed. In this paper presents a novel Image Compression On Image Local Patch
Extraction Using Run Length Coding incorporates image compression theory, which is the process of extracting the
information from the image features from the unsupervised database. The proposed method presents a framework for
digital image compression with patch extraction is to discovering best feature from Noisy image database. By aligning
the important image features from the database and by using the malching sequence or its encryption of match, the
searching between the data features are determined.

KEYWORDS: Image Compression: Run length coding: patch extraction: JPEG2000;

I. INTRODUCTION

Digital image processing is the use of computer algorithms to perform image processing on digital images. The two
types of methods used for Digital Image Processing are Analog and Digital Image Processing. Analog or visual
techniques of image processing can be used for the hard copies like printouts and photographs. Image analysts use
various fundamentals of interpretation while using these visual techniques. The image processing is not just confined to
area that has to be studied but on knowledge of analyst. Association is another important tool in image processing
through visual techniques. So analysts apply a combination of personal knowledge and collateral data to image
processing.

Along with the standardization or independently, many lossless image compression algorithms have been proposed.
Among a variety of algorithms. the most widely used ones may be Lossless JPEG [1], JPEG-LS [2], LOCO-I [3].
CALIC [4], JPEG2000 [5] (lossless mode) and JPEG XR [6]. The LOCO-I and CALIC were developed in the process
of JPEG standardization, where most ideas in LOCO-1 are accepted for the JPEG-LS standard although the CALIC
provides better compression performance at the cost of more computations.

Image compression is an application of data compression that encodes the original image with few bits. The
objective of image compression is to reduce the redundancy of the image and to store or transmit data in an efficient
form. The block diagram of the general image storage system. The main goal of such system is to reduce the storage
quantity as much as possible, and the decoded image displayed in the monitor can be similar to the original image as
much as can be. Lossless compression is bit preserving compression, where the reconstructed image is numerically
identical to the original image. This type of compression is important for applications such as medical and satellites
imaging, where distortion or loss of information is unacceptable.

The rest of the paper is organized as follows: Related is detailed in Sect. 2. In Sect. 3, Proposed Methodology and the
conclusion are in Sect. 5.

II. RELATED WORK

In [2] authors described the JPEG-2000 is an emerging standard for still image compression. This paper provides a
brief history of the JPEG-2000 standardization process, an overview of the standard, and some description of the
capabilities provided by the standard. Part I of the JPEG-2000 standard specifies the minimum compliant decoder,
while Part IT describes optional, value-added extensions. Although the standard specifies only the decoder and bit-
stream syntax, in this paper we describe JPEG-2000 from the point of view of encoding. In [3] authors described the
standardization commitiee has been the development of Part I. which could be used on a royalty- and fee-free basis.
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This is important for the standard to become widely accepted. The standardization process, which is coordinated by the
JTCI/SC29/WGL of the ISO/IEC has already produced the international standard (IS) for Part L. In this article the
structure of Part I of the JPFG 2000 standard is presented and performance comparisons with established standards are
reported. In [4] authors formulated national standards for digitization and compression of gray-scale fingerprint
images. The compression algorithm for the digitized images is based on adaptive uniform scalar quantization of a
discrete wavelet transform subband decomposition, a technique referred to as the wavelet/scalar quantization method.
The algorithm produces archival-quality images at compression ratios of around 15 to 1 and will allow the current
database of paper fingerprint cards to be replaced by digital imagery. A compliance testing program is also being
implemented to ensure high standards of image quality and interchangeability of data between different
implementations. In [5] authors present a new and different implementation based on set partitioning in hierarchical
trees (SPIHT), which provides even better performance than our previously reported extension of EZW that surpassed
the performance of the original EZW. The image coding results, calculated from actual file sizes and images
reconstructed by the decoding algorithm, are either comparable to or surpass previous results obtained through much
more sophisticated and computationally complex methods. In addition, the new coding and decoding procedures are
extremely fast, and they can be made even faster, with only small loss in performance, by omitting entropy coding of
the bit stream by the arithmetic code. In [6] authors illustrated a large volumes of fingerprints are collected and stored
every day in a wide range of applications, including forensics, access control etc., and are evident [rom the database of
Federal Bureau of Investigation (FBI) which contains more than 70 million finger prints. Wavelet based Algorithms for
image compression are the most successful, which result in high compression ratios compared to other compression
techniques. Even though wavelet bases are providing good compression ratios, they are not optimal for representing
images consisting of different regions of smoothly varying grey-values, separated by smooth boundaries.

[I1. PROPOSED ALGORITHM

The proposed method accepts the Image Compression parameters as input which contains the MATLAB simulation
where the novel Run Length coding based image compression algorithm is applied to the real-world image databases.
This overall proposed architecture in figure 1 follows a Compression framework from the beginning to end state.

A. IMAGE FEATURE EXTRACTION

Image feature extraction is done without local decision making; the result is often referred to as a feature image.
Consequently, a feature image can be seen as an image in the sense that it is a function of the same spatial (or temporal)
variables as the original image, but where the pixel values hold information about image features instead of intensity or
color. Image pre-processing is an Image mining technique that involves transforming raw data into an understandable
format. Real-world data is often incomplete, inconsistent, and/or lacking in certain behaviors or trends, and is likely to
contain many errors. Data pre-processing is a proven method of resolving such issues. Data pre-processing prepares
raw data for further processing. The two images must be of the same size and are supposed to be associated with
indexed images on a common color map.

The input images are first separated into amount of pixels, which are separated into non-overlapping pixels. The
image pixel orientation and magnitude are computed for each pixel. An image vectors variation of these bin
orientations is formed for each shape. The magnitude of the bin is used as a vote weight. The resulting mean shift
grouping pixels are concatenated to form the image descriptor.
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Fig.1. Proposed Framework flow diagram
B. ICA Transform based Patch Separation

The ICA Transformation method uses a statistical “latent variables” model. Assume that we observe n linear

mixtures x;, ....x, of n independent components,

Xi=ays;+ aps:+ ... ta,s,, for allj. eqn. (1)

In the ICA model, we assume that each mixture xj as well as each independent component sk is a random variable,
instead of a proper time signal.

Matching Pursuit algorithm is normally use a full frame as a single block. It gives better compression without any
blocking artifacts but it is not good for error resilience over noisy channels. Additively, computation is very heavy as
MP is an iterative algorithm. To enhance error resilience capability along with reduced computational load, we have
processed the image in blocks of 16x16 pixels. These blocks are encoded using variable number of coefficients until
either of the stopping criteria is met which are minimum error threshold and maximum number of encoded coefficients.

C. RLE Encoding Compression
This encoding method is frequently applied to graphics-type images (or pixels in a scan line) — simple
compression algorithm in its own right,
e RLE Approach is given below:
e Sequences of image elements X;, X5, ..., X,, (Row by Row)
e Mapped to pairs (¢, 1)), (¢ B, ..., (¢1, I)
s where ¢; represent image intensity or colour and li the length of the ith run of pixels.
o (Not dissimilar to zero length suppression above)
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The patches have been employed firstly to produce separate streams of DC coefficients (Direct Current. It'll define
the basic shade for the whole block. The DC may also refer as constant component). AC coefficients (Alternating
Components. The remaining coefficients are called the AC coefficients) and their indexes. The correlation among DC
coefficients is exploited by using differential pulse code modulation (DPCM). Similarly indexes of the AC coefficients
are also de-correlated by DPCM.

D. RLE Decoding

The Run length decoding process is easy: If there aren't control pixel characters the coded symbol just corresponds
to the original symbol, and if control pixel count occurred then it must be replaced with characters in a defined number
of times. It can be noticed that the process of decoding image pixels. RLE algorithms are practically used in various
image compression techniques like the well known BMP, PCX, TIFF, and is also used in PDF file format. Furthermore,
RLE also exists as separate compression technique and there is also a file format called RLE (in various brands).

IV.PSEUDO CODE

Step 1: Read the Latent Finger prinl image.
Step 2: Get the height N and the width M for the image
Step 3: Create an array, let it RLE (N, M) ,each element of this array consists of three fields for image channels.
Step 4: Convert the image to the main array; ICA (N,M).
Step 5: ICA (N, M) image Lo the main array; RLE (N,M).
Step 6: Let X=RLE (0,0); RLE (0,0) is the first element in an array.
Let TH=10, TH: the threshold.
Step 7: For I= 0 to N-1
Step 8: For J=0 to M-1
Step 9: If X-RLE (LJ) <= TH then
Let C=C+1
Else
Let X=RLE(I, J) and C=0
Step 10: End.

V. CONCLUSION AND FUTURE WORK

In this paper presents a novel image compression on image local patch extraction using run length coding
compression ass it is evident from the algorithm, that the exact image data (pixel values) are extracted from the
compressed data stream without any loss. This is possible because the compression algorithm does not ignores or
discards any original pixel value. Moreover the techniques such as approximate matching and run length encoding
technique are intrinsically lossless. This compression technique proves to be highly effective for images with large
similar locality of pixel lay out. This technique will find extensive use in medical imaging sector because of its lossless
characteristics and the medical images has large area of similar pixel layout pattern, like in color images large area are
black. In future the X-Ray image compression system could be an extra option for processing in Latent images.
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ABSTRACT: The goal of immage fusion(IF) is to integrate complementary multi-sensor, multi-temporal and/or multi-
view information into one new image containing information the quality of which cannot be achieved otherwise. In
this paper presents an optimal Image fusion scheme is novel for capturing a scene by using a standard dynamic range
device and synthesizing an image suitable for SDR (Standard Dynamic Range) displays. The captured image series,
first calculate the image global luminance levels, which maximize the observable contrasts, and then the scene
gradients embedded in these images. The fusion algorithm techniques of diffusion and contrast are implemented. This
is done in a multi-resolution of brightness variation in the sequence.

KEYWORDS: Image Fusion; gradient; SDR; Luminance;

I. INTRODUCTION

Image fusion is the process of combining information fiom two or more images of the same scene so that the
resulting image will be more suitable for human and machine perception or further image processing tasks such as
segmentation, feature extraction, and target recognition [1]-{4]. It is widely applied into many fields such as computer
wvision, medical imaging, and remote sensing. For example, in the computer vision field, the technique can be used for
overcoming the limited depth-of-focus of optical lenses in charge-coupled devices.

Image fusion methods can be broadly classified into two categories, namely, spatial domain and transform domain.
The former, including averaging and principal component analysis (PCA) [2]. can directly fuse the source images into
the intensity values, whereas the latter, which include the Laplacian pyramid (LAP)-based method [1], discrete wavelet
transforin (DWT)-based approach [3], and discrete cosine transforin (DCT)-based algorithim [4], merge the transform
coefficients using the classical weighted average strategy or the choose-max strategy and then obtain the fused result
through the mverse transformation of the combined coefficients.

Digital Imaging System has been used in various image processing domains such as satellite and commercial domain
like Voter ID. The proposed system uses JPEG images and it supports two-dimensional (2-D) images. The quality of
the image is measured using Peak-Signal- Noise Ratio (PSNR) which is measured by decibel (dB). It mainly
concentrates on Depth of Field (DOF) of an image. In the proposed work the input images are in the form of sequence
of four images which is taken at various situations such as with flash, without flash, with light and without light. Depth
of Field is nothing but the distance between the nearest and farthest objects in a scene which appears acceptably sharp
in an image. The various steps are carried out and thus the result obtained is a fusion of the images which is clear and
the quality of image is good. It shows best result when compared with the existing system.

The fusion algorithm techniques are used for fusion of images based on contrast and gradient level. This is done in a
multi-resolution of brightness variation in the sequence. Gaussian filter method and Laplacian methods are used so that
up-scaling and down-scaling is done successfully.

The rest of the paper is organized as follows: Related is detailed n Sect. 2. In Sect. 3, Proposed Methodology and the
conclusion are in Sect. 5.

. RELATED WORK
In [2] authors discussed to increase the spatial resolution, a SPOT panchromatic image was combined with the

extracted spectral image; merging methods, classic IHS transforms and linear combinations were tested. For these two
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steps of image processing, the best results were obtained by respectively using PCA and a selective linear combination.
The merging of the SPOT data was done selectively in order to avoid the disturbance of the spectral content of the

Landsat TM image. For this reason, only the PC corresponding to the visible part of the spectral domain was combined
with the SPOT. In [3] authors proposed the goal of image fusion is to integrate complementary information fiom
multisensor data such that the new images are more suitable for the purpose of human visual perception and computer-
processing tasks such as segmentation, feature extraction, and object recognition. This paper presents an image fusion
scheme which is based on the wavelet transform. The wavelet transforms of the input images are appropriately
combined, and the new image is obtained by taking the inverse wavelet transform of the fused wavelet coefficients. An
area-based maximum selection rule and a consistency verification step are used for feature selection. In [4] authors
studied the image fusion techniques in the discrete cosine transform (DCT) domaimn. A new image fusion technique
based on a contrast measure defined in the DCT domain is presented. The performance of our contrast measure based
technique is analyzed and compared with other image fusion techniques. In [5] authors presented a tensor modeling and
algorithms for computing various tensor decompositions (the Tucker/HOSVD and CP decompositions, as discussed
here, most notably) constitute a very active research area in mathematics. Most of this research has been driven by
applications. There is also much software available, including MATLAB toolboxes. The objective of this lecture has
been to provide an accessible introduction to state of the art in the field, written for a signal processing audience. They
believe that there is good potential to find further applications of tensor modeling techniques in the signal processing
field. In [6] authors illustrated Two particular tensor decomp ositions can be considered to be higher-order extensions of
the matrix singular value decomposition: CANDECOMP/PARAFAC (CP) decomposes a tensor as a sum of rank-one
tensors, and the Tucker decomposition is a higher-order form of principal component analysis.

TII. PROPOSED ALGORITHM

The proposed method accepts the Image fusion parameters as input which contains the MATLAB simulation where
the novel image fision based on scene gradient and luminance extraction algorithm is applied to the real-world image
databases. This overall proposed architecture in figure 1 follows a fiom the beginning to end state.

A. Image separation

The exposure level of a photo is the total radiant energy integrated by the camera when the shutter is opened. The
exposure level can influence significantly the quality of a captured photo because when there are no saturation or
thermal noise, a pixel’s signal-to-noise ratio (SNR) always increases with higher exposure levels. For this reason, most
modern cameras can automate the task of choosing an exposure level that provides high SNR for most pixels and
causes little or no saturation.

The exposure level is not affected by the sensor gain, but affects noise properties and saturation are affected by
sensor gain. Lens-based camera systems provide only two ways to control exposure level—the diameter of their
aperture and the exposure time. All light passing through the aperture will reach the sensor plane, and that the average
irradiance is measured over the aperture which is independent of the aperture’s diameter. . In this case, the exposure
level L satisfies

L o TD? eqn. (1)
Where T is the exposure time and D is the aperture diameter.

For a specified aperture and focus setting, the depth of field is the interval of distances in the scene [d, d2], whose
blur diameter is below a maximum acceptable size.
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B. Scene Gradient Extraction

A good solution to suppress halos is to apply the scene gradients to adjust the gradient of the synthesized SDR
image. The scene gradient information is adaptively captured by setting the different exposure levels, i.c., the scene
gradients are captured through the local adaptation to the scene luminance for an window M x M centered at (x, ¥).
Technically, the scene gradient of a point is reflected by the gradient that is perceivable by human eyes, called visible
gradient, and that can be measured by counting the number of visible differences of luminance’s between neighboring
pixels in the window.

To compute the quantity of the visible gradient y(x, y) by

yix,y) = T(lc(Iy(x,y). VMAX (VI (x,y))]) eqn.(2)

Mk
g

o Miie

i=x——0 j=y—

These exposure levels lead to different gradient magnitudes because the gradient magnitude depends on the image

luminance’s and the image luminance depends on the exposure level. The scene gradient extraction is a process to find
gradient Gy, v) which maximizes the quantity of the visible gradient,

G(x,y) = argmaxy,, (., V(Xy) eqn.(3)
In this gradient extraction, the pixels positions are estimated along with x-coordinate and y-coordinate. In vector
calculus, the gradient of a scalar field is a vector field that points in the direction of the greatest increase rate in the

scalar , and in the magnitude. The variation in space of any quantity can be represented (e.g. graphically) by a slope in
general. The gradient represents the steepness and direction of the slope.

Copyright to JIRCCE DOI: 10.15680/IJIRCCE. 201 7. 0503294 5248



ISSN(Online): 2320-9801
ISSN (Print): 2320-9798

International Journal of Innovative Research in Computer

and Communication Engineering
(An ISO 3297: 2007 Certified Organization)
Website: www.ijircce.com
Vol. 5, Issue 3, March 2017
C. Luminance Extraction

The image dimensions (width, height and number of channels) are calculated using the image luminance (color
variance) which maximizes the visible contrasts over different captured images. The visible contrast of the window
between the point and its surrounding points is observed. The image luminance is calculated for each point(x, y) which
maximizes the visible contrasts over different captured SDR images. The point (x, ¥) and its surrounding points form
an M »x M local window in a scene. The visible contrast v(x, y) is calculated using,

v(x,y) = T(Aly(x,))Alu(x,y)  eqn.(4)
Where T (y) =1 which is larger than or equal to a predefined threshold.

D. Fusion

The fusion of N images and computation of average weight can be estimated with the help of quality measures
which are already computed. To obtain a consistent result, the values are normalized for the N weight maps. The
resulting image R can then be obtained by a weighted blending of the input images:

N
wa‘j,klu,k eqn.(5)
=1

where Iy is the k-th input image in the sequence and “W” is the weight which varies very quickly, corresponding to
the layer that appear. This occurs due to fusion of images which contains different absolute intensities due to their
different exposure different exposure times. The sharp weight map transitions can be avoided by smoothing the weight
map with a Gaussian filter, but this result in undesirable halos around edges, and spills the information across object
boundaries. An edge-aware smoothing operation using the cross-bilateral filter seems a better alternative. However, it is
unclear how to define the control image, which gives the information where the smoothing should be stopped. Using
the original grey scale image as control image does not work well. Also, it is hard to find good parameters for the cross-
bilateral filter (i.e., for controlling the spatial and intensity influence).

IV. CoNCLUSION AND FUTURE WORK

In this paper presents a new fusion scheme is achieved in the proposed system by considering local variation and
gradient reversal suppression. The visible scene contrasts and the scene gradient can be captured adaptively by utilizing
the different exposures. A gradient model is proposed to carry out the scene reproduction by preserving both the visible
contrasts and the gradient consistency. The proposed system maintains visible contrasts and the gradient consistency
effectively. Fusion based on Gradient Exposure technique blends images in a multi-exposure sequence, showed by
simple quality measures like saturation and contrast.
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Abstract

Image encryption plys a major rok in information security. It is mainly used to
convert the original image into another form. In this work, we propose a bit plane slicing of
digital image to provide the more security. To enhance security of the bitplane decomposition
based image encryption methods, this paper introduces a novel image encryption algorithm
using a bitplane of a source image as the security key bitplane to encrypt images. It focuses
on three techniques such as image scrambling, bit plane slicing and image rotation for
efficient image encryption. Arnold scrambling and bit plane slicing process are performed in
the source image. From the decomposed source image, particular bitplane is assigned as the
security key bit plane to perform the encryption process in the original image. As an example,
this paper also proposes a bit-level scrambling algorithm to change bit positions. Simulations
and security analysis are provided to demonstrate an excellent encryption performance of the

proposed algorithm.

Index Terms — Image Encryption, Bit Plane Slicing, Rotation, Scrambling.

1. INTRODUCTION

Cryptography is an efficient method of
transferring information in a secue way. It
scrambles the image before transmitting in
order to change the structure of an image.
Even the attacker cannot able to hack because
it is difficult for him to retrieve the original
image. It only provides the modified form of
an image but it does not hide the image even
though it is better secure nethod. The main
intention is to provide better protection of the
original image. Bit plane slicing is mainly
used for splitting images into binary planes.
Each bit is used to represent the intensity of
each pixel of an image. Image scrambling is
always based on pixel values of an image.
The digital image is divided into 8 bit planes
because it is wuseful for analyzing the
importance of each bit in an image. Whereas a
small change in color affect bit value of an
image. The color image is composed of many
pixels is decomposed into & bit planes. It is
used to represent the highest order and lower
order bits to specify the contribution of each
bit in an image. It achieves better image
encryption than the other least significant bit,

perceptual masking technique. This process is
done on without changing
the overall image quality.

Image Encryption is the process of
encoding messages in such a way that
eavesdroppers or hackers cannot read it,
however that-authorized parties. With the huge
growth of computer networks and the latest
advances in digital technologies, a huge
amount of digital data is being exchanged over
various types of networks. It is often true that
a large part of this information is either
confidential or private. As a result, different
security techniques have been used to provide
the required protection. The security of digital
images has attracted more attention recently,
and many different image encryption methods
have been proposed to enhance the security of
these images. Iimage encryption techniques try
to convert an image to another one that is hard
to understand. On the other hand, image
decryption retrieves the original image from
the encrypted one. There are various image
encryption systems to encrypt and decrypt
data, and there is no single encryption
algorithm satisfies the different image types.
They protect the secret information by
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converting the secret information to some
unintelligible form using a key. By using a
key, we protect the secret information by
converting the secret information to some
incomprehensible  form. We get back
information through encrypted information
should be converted back to original
information. On the Basis of key, the
encryption algorithm can be classified into two
categories. They are(i) Symmetric key
encryption-This algorithm uses same key for
both encryption and decryption and (ii)
Asymmetric key encryption-This algorithms
uses different keys for encryption and
decryption. Asymmetric key algorithm has
very higher computational costs than
Symmetric key encryption algorithms which
have comparatively lower cost. Asymmetric
key algorthms are most time prohibitive for
multimedia data. But the characteristic of
multimedia data is totally different from text
data. All multimedia data has got a lot of
redundancy but text data does not possess any
redundancy. The pixel value of a location is
highly correlated to values of its neighboring
pixels. Like, a sound sample is correlated to its
next sample and its previous samples. This
correlation proves to be attack points to any
standard encryption algorithm. Because they
can predict the values of neighboring pixels or
next sound sample by finding out pixel vale
at a location or one sound sample with
reasonable accuracy.

Nearly all the available encryption
algorithms like .DES, AES, RSA and IDEA
are used for text data. Act of them DES, AES,
RSA and IDEA can achieve high security, it is
not be suitable for images and videos
encryption due to the intrinsic characters of
images and videos .So we need some other
technique for encrypt image and videos. For
large data size and high redundancy,
encryption special requirements and different
encryption algorithms is needed. The image
encryption algorithms divided into three major
groups: (i) position permutation based
algorithm, (ii) value transformation based
algorithm (iii) visual transformation based
algorithm .Several encryption algorithms are
based on chaotic maps. In this project, we
propose image encryption using Random
Scrambling and XOR operation. Arnold
transform that is based on shuffling the image
pixels and they encrypting the resulting image
using XOR operation. We used 32 bit key that
is good for practical purposes.

SCOPE OF THE STUDY

© 2017 LJEDR | Volume 5, Issue 2 | IS5N:2321-9939

The need for image processing has
increased sharply. Encryption and gloves are
both dirt-cheap and widely available. Image
processing has applications in many fields.
Improvement of secured pictorial
representation for human interpretation and
processing security image information were
the two main reasons behind the need for
image processing.

OBJECTIVE OF THE STUDY
The main objective of the system is
e Toenhance the security of the image.
e To enhance the performance of the
image encryption and decryption.

2. LITERATURE SURVEY

Image encryption technique plays a
vital role in image processing. Lot of image
encryption technique has been developed so
far. In this literature review some encryption
techniques are discussed. The techniques such
as Arnolds algorithm, Bit plane algorithm,
Serambling algorithm by means of block
analysis, enhance the security and bit plane
generation are discussed.

R.Gopinath et al., Image encryption is used to
protect the images and transform into different
format. In this paper, lossless encryption for
color images using binary key images has been
proposed. In proposed method, the key image
size is same as the original mage. The key
image is either a bit plane or an edge map
generated from another image. The method is
discussed against common attacks such as the
plaintext attacks, brute force attack and cipher
text attacks. The experimental results shows
that the lossless encryption of all type of
images.

Rinkipakshwar et al., This paper aims at
improving the level of security and secrecy
provided by the digital gray scale image
encryption. The image encryption and
decryption algorithm is designed and
implemented to provide confidentiality and
security in transmission of the image based
data as well as i storage. Since the pixel of
the image is highly correlated to their
neighboring pixels. Due to this strong
correlation any pixel can be practically
predicted from a value of its neighbors. So
there is a need of a technique that can shuffle
the pixels to reduce the correlation between
the neighbor pixels. Hence we use scrambling
technique that shuffles the pixels of image.
This scrambling image is called transformed
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image then divided into 2 pixels x 2 pixels
blocks and each block is encrypted using XOR
operation by four 8 bit keys. The total size of
key in our algorithm is 32 bit long which
proves to be strong enough. The proposed
encryption algorithm in this study has been
tested on some Gray scale images and showed
good results.

Li W and Yuan Y proposing two
attacks to sketch the outline of the original
image directly from the scrambled JPEG
compressed image. In particular, Li and Yan
proposed nonzero count attack to sketch the
outline of the original image. However, their
method requires the tuning of threshold values.

3. METHODOLOGY

3.1. ARCHITECTURE DIAGRAM
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Bit plane
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Key bit
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Figure 3.1. Architecture diagram

32. FUNCTIONAL COMPONENETS
The modules of the image encryption
using Arnolds transform algorithm has briefly
described as below:
e Image Scrambling Using Arnold
Transformation
e Binary Bitplane Decomposition
¢ Transformation of Bitplane into Vector
e Scrambling with XOR operation
Image Scrambling using Arnold Algorithm
Arnold scrambling algorithm is base
on square digital image and these images are
mostly NxN pixels of the digital image.
However, most of the digital images are non-
square in the real world, so that this system
cannot use Arnold scrambling algorithm

2017 LJEDR | Volume 5, Issue 2 | ISSN: 2321-9939

widely. To improve the Arnold scrambling
algorithm, this system the original Amold
scrambling algorithm, so that this system
applies Arnold scrambling algorithm to MxN
non-square pixel digital image, it means the
length and width of the image is not equal .

The digital image can be seen as a
two-dimensional matrix. When the size of the
image is N, then I have N x N elements, the
subscript X, y stand for the position of pixel, x,
y € {0, 1,2..,N-1}. Let x, y corresponds to
the x, y of Arnold scrambling, for each pair x,
y, after all do Arnold scrambling, become x'
and y', which equivalent to the original image
of the point from (x, y) move to the = (x ', y'),
so realized the movement of pixels in the
image, the image with Arnold scrambling
traverse all the points to complete a picture of
Arnold scrambling.

The cycle of Arnold scrambling is
relate to the size of the image, but not directly
proportional. If size is 128 x 128 pixel image
of Arnold scrambling cycle is 96, size 240 x
240 pixel image of Arnold scrambling for 60
cycles.

Binary Bit Plane Decomposition
A non-negative decimal number N can

by by) based on the following equation:

n—1
N= ¥ b2 = b2+ 5y 2" 4o by 2!
1=u

Because pixel values in a gray scak
image are decimal numbers between 0 and
255.each pixel can be represented by an 8-bit
binary sequence. Thus, BBD can decompose a
gray scale image into 8 binary bit planes
(BBs). The i" bit plane consists of all the i
bits of the binary representation of each pixel
within the gray- scale image. Among these bit
planes, higher bit planes contain more
significantly visual information of the original
image while lower bit planes show more
details
Transformation of Bit Plane into Vector

In Bit-Plane Slicing image is sliced
into eight binary planes. The bits which are
presents in the bit plane 0 is the least
significant bit and the bits which are present in
the bit plane 7 are the most significant bits. All
pixel values of the image is converted into
binary vector space based on the bit plne
slicing.

In terms of 8-bits bytes, plane 0
contains all lowest order bits in the bytes
comprising the pixels in the image and plane 7
contains all high order bits.
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Separating a digital image into its bit
planes is useful for analyzing the relative
importance played by each bit of the image,
implying, it determines the adequacy of
numbers of bits used to quantize each pixel ,
useful for image compression.

In terms of bit-plane extraction for a
8-bit image, it is seen that binary image for bit
plane 7 is obtained by proceeding the input
image with a thresholding gray-level
transformation function that maps all levels
between 0 and 127 to one level (e.g O)and
maps all levels from 129 to 253 to another (eg.
255).

Scrambling With XOR Ope ration

The algorithm first decomposes the
original image (the image to be encrypted) into
eight binary bit planes using binary bit plane
decomposition. To change bit values, each
bitplane is then performed the XOR operation
with a security key bitplane, individually. A
scrambling algorithm is used to change all bit
locations. After n iterations of the XOR and
scrambling processes combines all bit- planes
to obtain the encrypted image.

The security keys of DecomCrypt
consist of the iterations n, source image or ils
location (the location of an image database or
a link of webpage), decomposition method and
its parameters, location of the security key
bitplane, as well as the scrambling algorithm
and its security keys. These security keys are
encoded as messages or emails and then
transmitted over separated security channels.
This ensures that they are safely and correctly
delivered to the authorized users for image
decryption
3A. IMAGE SCRAMBLING

Image Scrambling (IS) is a process of
scrambling the positions of pixels in an image
using permutations. There are several image
scrambling techniques like Arnold-Cat map,
Standard map, row-column shuffling, SCAN
Pattern, Index bit-reversal order and Matrix
transformation. In Image Encryption (IE), the
value of the pixelis get altered by using some
mathematical operations like bitwise Xor, bit
shuffling, bitwise rotation, matrix addition,
matrix multiplication and manipulation in
transform domain.

Image scrambling is a process of
rearranging the pixels position of an input
image using permutations. Correlation
between adjacent pixels is more important in
an image. Using scrambling process this
correlation between adjacent pixel are

© 2017 LJEDR | Volume 5, Issue 2 | IS5N:2321-9939

reduced and hence scrambled image reduces
the intelligible property of an image.

4. RESULTS AND DISCUSSION
CONCLUSION

Image encryption and decryption using
Arnold scrambling and bits scrambling process
are written in MATLAB. Simulations have
been performed on a Matlab R 2008 platform
to verify the validity of the proposed
encryption technique.

In the encryption process, first the
source image is read from the file. Then
perform the Arnold scrambling process for the
source image. After complktion of Arnold
scrambling process, scrambled image’s § bit
planes are extracted individually. From the
extracted 8 bit plane, particular key bit plane is
selected and passed to the XOR operation and
scrambling process with the original image.
After completion of this process, original
image is selected and read from the image file
and histogram i generated for the original
mmage. Generated key from Arold scrambled
image and the original image is passed into the
image encryption process. Original image’s bit
positions are encrypted using key data with
XOR and bits scrambling process. Thus the
image is encrypted. Encrypted output for the
image i obtained. Image decryption is
performed in the reverse order of encryption.
Thus the original image is obtained.

L T
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Figure 4.1. 8 bit planes of the image
A bit plane of a digital discrete signal
(such as image or sound) is a set of bits
corresponding to a given bit position in each
of the binary numbers representing the signal
The above figure 4.1 shows the source
image with its bit slicing images.
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Figure 4.2. original image and source image
with histogram

Histogram of the image data calculates
the histogram for the intensity image and
displays a plot of the histogram. The number
of bins i the histogram is determined by the
image type. The above figure shows the
histogram for the original image and also
source image.

Source image is used to perform the
Arnold scrambling and select the particular
key bit plane. Key bit plane is used to
encrypt the original image.
B St sk St et et st :
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Figure 4.3. Arnold scramble for the source
image with selected key bit plane and
encrypted original image

The above figure 4.3 shows the
Arnold scramble of the given original image
and selected key bit plane from the 8 bit planes
of the scrambled image. Selected key bit plane
is used to perform the encryption process with
the selected original image.

In the encryption process, XOR
operation is performed in the selected key bit
plane and origmal mnage’'s bit data and
perform the scramble process. Finally
encrypted image is obtained.

Figure 4.4 Encrypted image with Decrypted
image
The above figure 4.4 shows the
encrypted image and output of the decryption
process. [mage decryption is performed in the
reverse order of encryption. Thus the original
image (decrypted) is obtained.
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Figure 4.6 Encrypted image and Decrypted
image with Histograms

The psnr function implements the
following equation to calculate the Peak
Signal-to-Noise Ratio (PSNR):

PSNR = 10log,o(peakval/MSE)
where peakval is either specified by the user or
taken from the range of the image data type
(e.g. foruints image it is 255). MSE is the
mean square error,

Le. MSE between 2 and ref.

Peak Signal to Noise Ratio ( PSNR)
and Mean Square Emor (MSE) are used to
comparing the squared error between the
original image and the reconstructed image.
There is an inverse relationship between
PSNR and MSE. So a higher PSNR value
indicates the higher quality of the image
(better). PSNR value of the original and
decrypted image is 99.00
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Abstract: Predicting the forest fire is an important problem from many points of view. It destroys ecology and decreases
the overall life quality. It is important from economical point of view as wood is a valuable resource. Fires not only affect
the characteristics of forests but it also affects human lives and livelihood. Due to the lack of collecting the aerial view
images of forest fire and also lack of specific techniques for calculation of burnt regions of forests, researchers use
different methods. In this paper, we examine the problem of collecting the exact aerial image forest fire detection of
different parts of the forest areas. Our approach is based on image pre-processing, segmentation of images are produced
using the segmentation methods and compute the burned area. The images are collected from the videos. In the
preprocessing phase, forest fire video is converted into frames and stored as images.

Keyword : Theresholding, noise removal, burned region, image scaling

L. INTRODUCTION

Forest fire is one of the most threatening commotions for property, infrastructure and ecosystem. The long vapid and hot
summer is responsible for rapid increase in fires with uncontrolled strong wind, results in forest fire and large burnt areas every
year. Generally, the wild land fire is initiate through lightening but human negligence is also responsible to burn thousands of
square kilo meters. The other important parameter responsible for the burn occur in forest is drying out branches and leaves and
become highly flammable. Increment in forest fires not only degrades the modem of forest but also it degrades the human lives
and lively hoods. In relation to loss of human lives examples, the forest fires in Victoria, Australia in 2009, which caused 173
fatalities, while fires in Greece in 2007, resulted in 80 dead. Many wilderness urban interface fires have clearly shown how
wildfires affect and threaten residential area.

According to precursor, fires acquired in forest will halve the world forest stand before the year 2030. 20% of complete
CO2 emission came from forest fires indicates that it is important (o deal these phenomenon with great attention. Also the
increment in the rate of occurrence of fire is occurred due to the global warming.

Fires affect not only forests and their function and services, but also the other assets that is human lives and livelihoods.
The damage can be extend to landscape and results in haze and deposit pollutants as well as the release of greenhouse gases.
Presently there 1s no conventional method to evaluate aceurate area of burnt regions of forests and hence researches uses different
methods and variables .The main parameter during consideration of computation of burnt regions is speed in performing
processes and in damage evaluation. In this report. An aerial digital image which is obtained from forest after the fire occurrence
is used to calculate the primary area of burnt regions using digital image processing and (o obtain the accurate real area in
hectares , coefficient “m” is calculated. This method is dependent on some secondary parameters such as aerial camera and
helicopter in order to calculate real area of burnt regions. To obtain accurate and rapid evaluation of burnt regions after the wild
land fire suppression is used for the reforestation and restoration in the affected areas and to avoid the post wild fire hazards and
degradation of affected areas.

2. LITERATURE SURVEY

Bibek Ranjan Ghosh, Siddhartha Banerjee, Attyuttam Saha, Fire is one of the major problems that are causing great
loss to property and ecosystem in today’s world. Fires not only affect the characteristics of forests but it also affects human lives
and livelihood. Due to the lack of specific techniques for calculation of burnt regions of forests, researchers use different methods.
In this research, an automated approach is developed to determine the significant burnt area of forest using different image
processing techniques. The proposed method is compared with other existing methods and is found to be capable in more precise
measurement of the burnt area. The proposed method produces much more exact results al a single trial and uses no brute force
method to determine a proper filter 1o determine the exact region affected by the wild fire.

Hamidreza, Hamud and Asadollah proposed a method which uses a hit and trial method using median filters. This
method is basically a brute force method to search for a proper median filter that serves the purpose of detecting the actual burnt
region. After binarizing the image using the thresholding technique, median filters are being applied. Firstly a median filter of 3x3
dimensions have been used followed with filters of 5x5.7x7 dimensions and finally a proper result is obtained using a filter of
9%x9 dimensions.

Dr.M.P Sivaram Kumar, Shyamala.R, Priyanka.G, Sneha.R, propose a method for the detection of fire through the usage
of photographed data of forest area followed by computer processing of the data. A method for reading information, pre-
processing ol an image color components, the segmenltation and data classification using SVM is proposed. The method is

IJEDR1702094 International Journal of Engineering Development and Research (www.ijedr.org) 535




© 2017 DEDR | Volume 5, Issue 2 | ISSN: 2321-9939

working very fast and can be used for online calculations and decision making. The efficiency of the proposed procedures is

shown: 95 % detection ration and 5 % false detection is shown. The proposed method can be used in the monitoring systems of

the area to detect fire.

3. METHODOLOGY

Three situations in the forest fire field is encountered.

&  Pre-Disaster: In this situation, most researches are about the ways that how to prevent the fire using natural posture or using
consolidation and integration image based data which are obtained from different satellites sensors.

¢  Meantime-Disaster: In this situation, researches have been focused on the detection of smoke detection of fire primary has
two parameters which are prediction of development of fire and the acceleration in flirefighting operation.

e  Post-Disaster: If firefighting is performed then and then only the calculation of burnt forest region area is possible because
the continuation of fire and smoke may disturb the area computing process. Therefore in this situation researches have been
focused on burnt area after fire completion.

INPUT VIDEO . EXTRACT THE
SELECTED FRAME

y

ACQUISITION OF

THE IMAGE FROM

THE EXTRACTED
FRAME

!

BINARIZATION OF
THE IMAGE

.

THERSHOLDING
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v

NOISE REMOVAL
USING HYBRID

MEDIAN

FILTERING

IMAGE SCALING DISPLAY THE
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OVERALL BURNT IN HECTARES
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Fig.1. Overall structure

In this work, computation of burned region in the fire forest cons
Acquisition Of Image from Videos
Segmentation Of Image
Cancellation Of Noise
Image Scaling

of four phases such as

Acquisition Of Image

The desired aerial image is obtained from the videos which are taken in Ariel view like using of helicopter and by high
resolution camera. From the target point in order to be used in machine vision system, the burnt region will be completely visible
in one picture. Extract the exact frame using input videos.

Segmentation Of Image

In segmentation of image. the forest fire region is extracted out of source image using binarization of the image in order
to proper draw the burnt region. Thresholding segmentation technique is used for the image segmentation. Gray degree image can
converted into black and white image i-e the binary image. The gray degrees of image may varies from 0 to 255 where as black
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and white image will be in the form of 0 and 1. In thresholding image segmentation technique, consider primary image in the
form of the gray degree like T then determination of pixels with less values or more values than T is occur. I gray level of image
is greater than T then convert that pixels into white. If gray level of image is less than T then convert that pixel in black pixels. In
the binary image of burnt region , the calculation of burnt area becomes easier.

Cancellation Of Noise

After segmentation of the images, images may have noise which should be detected and remove before further process.
To evaluate area with classified accuracy it is necessary that the obtained noise in the image should be strictly reduced or deleted.
Two median and average filters can be useful in the process of noise cancellation. But median filter having greater accuracy than
the average filters. We use median filter for implementation in this process. Designation of median filter includes necessity of
determined dimensions. The pixel which is placed in the centre of matrix of this filter, arrange data surround to it and select
median and then replace the original pixel by median pixel.

Image Scaling
Calculation of primary area after binarization and removal of noise. Now the image which is binary image array consists
the value 0 and valuel as image has only two colors black and white where black is burnt region and white is a background. It is
easy to count the black pixel. Primary area is calculated by simple integration method. After computing the primary area it is
necessity to calculate the coefficient ‘m’ to get overall burnt region. Coefficient can be calculated by applying the imaging scale
on the image where, Imaging Scale=focal length of Camera/
Height of flight(h)
The coefficient ‘m’ is given by,
m=|/Imaging Scale
Hence the real burnt area can be calculated by simple formula
Real area=Primary area™m
By simply calculating the primary area and coefficient “m® we can get real area. Real area is obtained is in Hectare.

4. RESULTS AND DISCUSSION

Forest fires represent a constant threat to ecological systems, infrastructure and human lives. Past has witnessed multiple
mstances of forest and wild land fires. Fires play a remarkable role in determining landscape structure, pattern and eventually the
species composition of ecosystems. The integral part of the ecological role of the forest fires is formed by the controlling factors
like the plant community development, soil nutrient availability and biological diversity. Fires are considered as a significant
environmental issue because they cause prominent economic and ecological damage despite endangering the human lives.

In the proposed method image captured from the fire forest video as input, process the image and performs forest region

detection and comﬂutation of burned re%ion.

T e e b Gt e b

ol Bwg- Q00 s
Frame 60 of 67

Fig.2. Extraction of frames [rom video
Selected fire forest video file is loaded and determine the frame count. Initially is extracted from the video with mean
value of gray level, red level, green level and blue level. Extracted frames are stored in the folder with frame number as file name.
Computation of mean value of Red, green and blue levels and plot the graph is also processed in this phase. it will automatically
updates the progress of the frame extraction.
Extracted individual frames from the fire forest video are stored in the separate folder. Frame count is automatically
determined by this system based on the fire forest video file properties.
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Fig.3. Selected image from frame

The desired aerial image is prepared in order to be used in machine vision system using of a helicopter (or plane) and by
an appropriate digital camera from the target point, the burnt region as connected and completed inside one picture, according to

above figure.
The desired aerial image is selected from the extracted frame from the fire forest video which one is taken from the

helicopter.

Pl E08 g  pwert Lode Cwstos  mindee ke -

R DE L£- O3 O =

Fig. 4 Binaryzation of the Image
Binarization of the image is one of the effective ways of segmentation in order to draw the burnt regions. The simplest
method for this is "Thresholding”. An image with gray degrees (between 0 and 255) can be converted into a binary image (black
and white or 0 and 1). To do thresholding technique, first consider a gray degree like T in the primary image and then,
determining some pixels which have the values less and/or more than T [11]:
Converted into white pixels -> Gray level > T and Converted into black pixels -> Gray level <T
Now. in the calculation of area becomes easier in the binary image of the burnt region in the above figure.

Fig. 5 Segmentation of the Image with noise removal
After image segmentation, it is necessary the obtained noise in the image, i.e. some points which are placed outside of
the burnt region, shall also be reduced or deleted. To do this technique, hybrid median filter can be used. It is proved that the
hybrid median filter is stronger than median and average filter, hybrid filter is used for implement.
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Fig. 6. Burned Region Calculations
The available burnt region in above figures is a binary image array consisting of values of Os and 1s. In fact, this image
has two colors of black (the burnt region) and white (background). It is enough to count the number of black pixels, i.e. the
number of 1 available in the image to obtain the primary area by integration method (i.e. the sum of the pixels | which represents
the approximate value of the area)

Imaging Scale = Camera Focal (I) / Flight height (h) (nH
m = | / Imaging Scale (2)
Real Area = Primary area ¥ m (3)

After computing of the primary area of the burnt region, a coefficient, such as "m", should be calculated according to
equations (1) and (2). By applying the imaging scale on it, real area is obtained according to equation (3) based on the
measurement of forest land surface area.

In the sample image, if we have the values of "f" in millimeter and "h" in meter; therefore, real area obtained in hectare.

Total Black pixels = 37377

Focal length of the camera =100 M

Height of the camera = 304.8 Meters
Total Burned Area= 113260.296 hectares
CONCLUSION

The Computation of real burnt forest region area is dependent on secondary tools which includes an aerial digital camera
and special plane or helicopter. Instead of these cause to decrease in the evaluation cost and faster notification of the results when
it comes to extensive forest regions damaged by fire. Also secondary option in these technique is rather than using camera photos
videos, can be used which will decrease the time and provide accurate scenario and hence the spread of fire with the time
accurately is calculated.

The proposed system can be realized in future and can evaluate the performance of the system in real time [orest fire
monitoring system. Also, instead of using videos calculating the spread of fire with time. Further, the flicker nature of fire can be
utilized so as to reduce false alarm rate.
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Abstract:

Images are being used in many fields of research. One of the major issues of images is
their resolution. In this paper we are studying different image resolution enhancement techniques
that use Wavelet Transform (WT). Basis functions of the WT are small waves located in different
times. They are obtained using scaling and translation of a scaling function and wavelet function
Therefore, the WT is localized in both time and frequency. In this method is used to improve the
image resolution for different type of images. In this paper we are comparing different image
resolution enhancement techniques those using Wavelet Transform.

In this correspondence, the authors propose an image resolution enhancement technique
based on interpolation of the high frequency subband images obtained by discrete wavelet
transform (DWT) and the input image. The edges are enhanced by introducing an intermediate
stage by using stationary wavelet transform (SWT). DWT is applied in order to decompose an
input image into different subbands. Then the high frequency subbands as well as the input
image are interpolated. The estimated high frequency subbands are being modified by using high
frequency subband obtained through SWT. Then all these subbands are combined to generate a
new high resolution image by using inverse DWT (IDWT). The quantitative and visual results
are showing the superiority of the proposed technique over the conventional and state-of- art
image resolution enhancement techniques.

Keywords— Image Interpolation, Peak signal-to-noise ratio (PSNR), Discrete Wavelet
Transform (DWT), Stationary Wavelet Transform (SWT).

L INTRODUCTION

Image resolution enhancement is a usable
preprocess for many satellite image
processing applications, such as vehicle
recognition, bridge recognition, and building
recognition to name a few. Image resolution
enhancement techniques can be categorized
into two major classes according to the
domain they are applied in: 1) image-

domain; and 2) transform-domain. The
techniques in image-domain use the
statistical and geometric data directly

extracted from the input image itself [1],
[2],while transform-domain techniques use

transformations such as decimated discrete
wavelet transform to achieve the image
resolution enhancement [3]-{6].

The decimated discrete wavelet transform
(DWT) has been widely used for performing
image resolution enhancement [3]-[5]. A
common assumption of DWT-based image
resolution enhancement is that the low-
resolution (LR) image is the low-passfiltered
subband of the wavelet-transformed high-
resolution (HR) image. This type of
approach requires the estimation of wavelet
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coefficients in subbands containing high-
pass spatial frequency information in order
to estimate the HR image from the LR
image.

In order to estimate the high-pass spatial
frequency information, many different
approaches have been introduced. In [3], [4],
only the high-pass coefficients with
significant magnitudes are estimated as the
evolution of the wavelet coefficients among
the scales. The performance is mainly
affected from the fact that the signs of
estimated coefficients are copied directly
from parent coefficients without any attempt
being made to estimate the actual signs. This
is contradictory to the fact that there is very
little correlation between the signs of the
parent coefficients and their descendants. As
a result, the signs of the coefficients
estimated  using  extreme  evolution
techniques cannot be relied upon. Hidden
Markov tree (HMT) based method in [5]
models the unknown wavelet coefficients as
belonging to mixed Gaussian distributions
which are symmetrical about the zero mean.

HMT models are used to determine the most
probable state for the coefficients to be
estimated. The performance also suffers
mainly from the sign changes between the
scales. The decimated DWT is not shift-
invariant and, as a result, suppression of
wavelet coefficients introduces artifacts into
the image which manifests as ringing in the
neighbourhood of discontinuities [6]. In
order to combat this drawback in DWT-
based image resolution enhancement, cycle-
spinning methodelogy was adopted in [6].
The perceptual and objective quality of the
resolution enhanced images by their method
compare favorably with recent methods [3],
[5] in the field.

Dual-tree complex wavelet transform (DT-
CWT) is introduced to alleviate the
drawbacks caused by the decimated DWT

[7]. It is shift invariant and has improved
directional resolution when compared with
that of the decimated DWT. Such features
make it suitable for image resolution
enhancement. In this letter, a complex
wavelet-domain image resolution
enhancement algorithm based on the
estimation of wavelet coefficients at high
resolution scales is proposed. The initial
estimate of the HR image is constructed by
applying cycle-spinning methodology [6] in
DT-CWT domain. It is then decomposed
using the one-level DT-CWT to create a set
of high-pass coefficients at the same spatial
resolution of the LR image. The high-pass
coefficients together with the LR image are
used to reconstruct the HR image using
inverse DT-CWT.

The letter is organized as follows. Section II
gives a brief review of the DT-CWT.
Section III describes the proposed DT-CWT
domain satellite image  resolution
enhancement algorithm. Section IV provides
some experimental results of the proposed
approach and comparisons with the
approaches in [1], [2], [4], and [6]. Section
V concludes the letter.

Resolution has been frequently referred as
an important property of an image. Images
are being processed in order to obtain super
enhanced resolution. One of the commonly
used techniques for image resolution
enhancement is Interpolation. Interpolation
has been widely used in many image
processing applications. Interpolation in
image processing is a method to increase the
number of pixels in a digital image.
Traditionally there are three techniques for
image interpolation namely Linear, Nearest
Neighbor and cubic. Nearest Neighbor result
in significant —Jaggyl edge distortion. The
Bilinear Interpolation result in smoother
edges but somewhat blurred appearance
overall. Bicubic Interpolation look’s best
with smooth edges and much less blurring
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than the bilinear result .By applying the 1-D
discrete wavelet transform (DWT) along the
rows of the image first, and then along the
columns to produce 2-D decomposition of
image. DWT produce four sub bands low-
low(LL),low-high(LH) high-low(HL)and

high-high(HH).By using these four sub
bands we can regenerate original image.

II. IMAGE ENHANCEMENT TECHNIQUES
Denote a two-dimensional digital image of
gray-level intensities by 1. The image I is
ordinarily represented in software accessible
form as an M x N matrix containing indexed
elements I(i, j), where 0 =i =M - 1,0 =j =
N - 1. The elements I(i, j) represent samples
of the image intensities, usually called pixels
(picture elements). For simplicity, we
assume that these come from a finite
integer-valued  range. This is  not
unreasonable, since a finite wordlength must
be wused to represent the intensities.
Typically, the pixels represent optical
intensity, but they may also represent other
attributes of sensed radiation, such as radar,
electron micrographs, x rays, or thermal
imagery.

L  POINT OPERATIONS

Often, images obtained via photography,
digital photography, flatbed scanning, or
other sensors can be of low quality due to a
poor image contrast or, more generally, from
a poor usage of the available range of
possible gray levels. The images may suffer
from overexposure or from underexposure,
as in the “mandrill ™ image in Fig. 1(a). In
performing image enhancement, we seek to
compute J, an enhanced version of 1. The
most basic methods of image enhancement
involve point operations, where each pixel
in the enhanced image is computed as a one-
to-one function of the corresponding pixel in
the original image: J(i, j) = f[I(i, j)]. The
most common point operation is the linear
contrast stretching operation, which seeks to

maximally utilize the available gray-scale
range. If a is the minimum intensity value in
image I and b is the maximum, the point
operation for linear contrast stretching is
defined by

L. K=1__
sz,;J=m[ILI.J)—a]

assuming that the pixel intensities are
bounded by 0 =1, j) =K - 1, where K is
the number of available pixel intensities.
The result image J then has maximum gray
level K - 1 and minimum gray level 0, with
the other gray levels being distributed in-
between according to Eq. (1). Figure
1(b)shows the result of linear contrast
stretching on Fig. 1(a).

Figure 1. (a) Original “Mandrill ” image
(low contrast). (b) “Mandrill” enhanced by
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linear contrast stretching. (¢) “Mandrill

Several point operations utilize the image
histogram, which is a graph of the frequency
of occurrence of each gray level in I. The
histogram value Hi(k) equals n only if the
image I contains exactly n pixels with gray
level k. Qualitatively, an image that has a
flat or well-distributed histogram may often
strike an excellent balance between contrast
and preservation of detail. Histogram
flattening, also called histogram equalization
in Gonzales and Woods (1), may be used to
transform an image 1 into an image J with
approximately  flat  histogram.  This
transformation can be achieved by assigning

Ji, j)= (K - 1)P(i, j) 2
where P(i, j) is a sample cumulative
probability formed by using the histogram of
I:

1 Ifl
P, g = H, k) i3
MN (=

The image in Fig. 1(c) is a histogram-
flattened version of Fig. 1(a).

A third point operation, frame averaging, is
useful when it is possible to obtain multiple
images Gi, i = 1, .. ., n, of the same scene,
each a version of the ideal image I to which
deleterious noise has been unintentionally
added:

G,=1+N, 4)

where each noise “image”™ Nj is an M x N
matrix of discrete random variables with
zero mean and variance . The noise may
arise as electrical noise, noise in a
communications channel, thermal noise, or
noise in the sensed radiation. If the noise
images are not mutually correlated, then

averaging the n frames together will form an
effective estimate [ of the uncorrupted image
I. which will have a variance of only ¢*/n:

. 1.
i, h=—% 3., 5
¢, j) ”E (0, 7

This technique is only useful, of course,
when multiple frames are available of the
same scene, when the information content
between frames remains unchanged
(disallowing, for example, motion between
frames), and when the noise content does
change between frames. Examples arise
quite often, however. For example, frame
averaging is often used to enhance synthetic
aperture radar images, confocal microscope
images, and electron micrographs.

IV.  WAVELET SHRINKAGE

Recently, wavelet shrinkage has been
recognized as a powerful tool for signal
estimation and noise reduction or simply de-
noising (16). The wavelet transform utilizes
scaled and translated versions of a fixed
function, which is called a “wavelet,” and is
localized in both the spatial and frequency
domains (17). Such a joint spatial-frequency
representation can be naturally adapted to
both the global and local features in images.
The wavelet shrinkage estimate is computed
via  thresholding  wavelet  transform
coefficients:

where DWT and IDWT stand for discrete
wavelet transform and inverse discrete
wavelet transform, respectively (17), and 1] |
is a transform-domain point operator defined
by either the hard-thresholding rule or the
soft-thresholding rule where the value of the
threshold t is usually determined by the
variance of the noise and the size of the
image. The key idea of wavelet shrinkage
derives from the approximation property of
wavelet bases. The DWT compresses the
image I into a small number of DWT
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coefficients of large magnitude, and it packs
most of the image energy into these
coefficients. On the other hand, the DWT
coefficients of the noise N have small
magnitudes; that is, the noise energy is
spread over a large number of coefficients.
Therefore, among the DWT coefficients of
G, those having large magnitudes
correspond to I and those having small
magnitudes correspond to N. Apparently,
thresholding the DWT coefficients with an
appropriate threshold removes a large
amount of noise and maintains most image
energy. Though the wavelet shrinkage
techniques were originally proposed for the
attenuation of image-independent white
Gaussian noise, they work as well for the
suppression of other types of distortion such
as the Dblocking artifacts in JPEG-
compressed images (18,19). In this case, the
problem of enhancing a compressed image
may be viewed as a de-noising problem
where we regard the compression error as
additive noise. We applied the wavelet
shrinkage to enhancing the noisy image
shown in Fig. 2(b) and show the de-noised
image in Fig. 2(f), from which one can
clearly see that a large amount of noise has
been removed, and most of the sharp image
features were preserved without blurring or
ringing effects. This example indicates that
wavelet  shrinkage can  significantly
outperform the linear filtering approaches.

Figure 2 illustrates an example of the
enhancement of JPEG-compressed images
(20). Figure 2(a) shows a part of the original
image. Fig. 2(b) shows the same part in the
JPEG-compressed image with a
compression ratio 32:1, where blocking
artifacts are quite severe due to the loss of
information in the process of compression.
Figure 2(b) reveals the corresponding part in
the enhanced version of Fig. 2(b), to which
we have applied wavelet shrinkage. One can
find that the blocking artifacts are greatly

suppressed and the image quality is
dramatically improved.

V.LITERATURE SURVAY

PAPER-1 S. SINDHUMOL; A. KUMAR;
K. BALAKRISHNAN: A NEW
ENHANCEMENT APPROACH FOR
ENHANCING IMAGE OF DIGITAL
CAMERAS BY CHANGING THE
CONTRAST

There are four well-known traditional
interpolation techniques namely nearest
neighbor, linear, and Lanczos. In [4] using
bilinear, bicubic method the PSNR values
for Lena’s image are 26.34 and 26.86. W.
Knox. Carey, Daniel. B. Chuang, and S. S.
Hemami in [5] presented the regularity-
preserving interpolation technique for image
resolution enhancement synthesizes a new
wavelet subband based on the known
wavelet transform coefficients decay. Which
gives PSNR (db) value for Lena’s Image as
31.7 [5]. Xin. Li and Michael. T. Orchard in
[6] presented a hybrid approach produced by
combining  bilinear  interpolation and
covariance-based adaptive  interpolation
called New Edge-Directed Interpolation
Which gives PSNR(db) value for Lena’s
Image as 28.81 [4]. Alptekin. Temizel and
Theo. Vlachos in [7] presented technique
named “Wavelet domain image resolution
enhancement using cycle-spinning and edge
modelling ”, which improves PSNR (db)
values for Lena’s image up to 29.27 [4].
Hasan. Demirel and Gholamreza.
Anbarjafari in [8] presented an approach
DT- CWT based image resolution
enhancement which gives PSNR (db) value
for Lena’s Image as 33.74 [4]. Gholamreza.
Anbarjafari and Hasan. Demirel in [9]
presented a method named “Image super
resolution based on interpolation of wavelet
domain high frequency subbands and the
spatial domain input image”, whichgives
PSNR(db) value for Lena’s image up to
34.79 [4]. Hasan. Demirel and Gholamreza.
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Anbarjafari in [4] presented new method
named “Image Resolution Enhancement by
Using Discrete and Stationary Wavelet
Decomposition”™, which give PSNR(db)
value for Lena’s image as 34.82 [4].

Figure 2. (a) Original “Lena” image. (b)
Lena ™ JPEG-compressed at 32:1. (c)
Wavelet shrinkage applied to Fig. 2b

Regularity-Preserving Image Interpolation

Traditional interpolation methods work in
the time domain. As stated in, the regularity-
preserving interpolation technique
synthesizes a new wavelet sub band based
on the known wavelet transform coefficients
decay. The lowpass output of a wavelet
analysis stage can be Considered as the
image to be interpolated. The original image
can given as input to a single wavelet
synthesis stage along with the corresponding
high frequency sub bands to produce an
image interpolated by a factor of two in both
directions. The creation of unknown high-

frequency sub bands is necessary in the
regularity-preserving interpolation strategy.

VL. CONCLUSION AND
FUTUREWORK

A method for image resolution enhancement
from a single low-resolution image using the
dual-tree complex wavelet is presented. The
initial rough estimate of the high-resolution
image is decomposed to estimate the
complex-valued high-pass wavelet
coefficients for the input low-resolution
image.  Estimated complex  wavelet
coefficients are used together with the input
low-resolution image to reconstruct the
resultant  high-resolution  image by
employing inverse dual-tree complex
wavelet transform. Extensive tests and
comparisons  with  the  state-of-the-art
methods show the superiority of the method
presented in this letter. The proposed
resolution enhancement method retains both
intensity and geometric features of the low-
resolution image. Although the method for
image enhancement based on Spline is
sufficient but in future efficient methods can
be develop for image enhancement which
can give more accurate result.
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